
AN ELECTRONIC JOURNAL OF THE

SOCIETAT CATALANA DE MATEMÀTIQUES
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Abstract (ENG)
We give a quantitative version of Runge’s theorem for Riemann surfaces that in-

cludes an upper bound of the order of the poles. Green’s Functions and the weighted

L2-estimates for the inhomogeneous Cauchy–Riemann equation play an essential

role.

Keywords: Runge’s theorem, Rie-
mann surfaces, Green’s function.
MSC (2010): 30D30, 30F15, 31A05.
Received: October 22, 2013.
Accepted: May 15, 2014.

Acknowledgement
This research was carried out while the au-

thor enjoyed a master’s grant from the Ins-
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A quantitative Runge’s Theorem in Riemann surfaces

1. Introduction

In complex analysis, Runge’s theorem (also known as Runge’s approximation theorem) is named after the
German mathematician Carl Runge who first proved it in the year 1885. It states the following:

Theorem 1.1. Let K be a compact subset of the extended complex plane Ĉ ≡ C ∪ {∞} and suppose
that f is holomorphic on an open set containing K . Let Q be a subset of Ĉ\K such that each connected
component of Ĉ\K contains a point of Q. Then f can be approximated uniformly on K by rational
functions with poles in Q.

In particular, if K is a compact subset of the complex plane, and if the complement of K is connected,
then each holomorphic function in a neighborhood of K can be approximated uniformly on K by polynomials.
Runge’s theorem has many applications in the theory of functions of a complex variable and in functional
analysis. The proofs of this theorem and its applications can be found in any monograph of complex
analysis as [5, 10, 11].

The main contribution of this paper is a new proof of Runge’s theorem. The proof generalizes to the
following theorem for Riemann surfaces.

Theorem 1.2. Let X be a compact Riemann surface and let K ⊂ X be a compact subset. Moreover, let Q
be any subset of X\K which contains precisely one point from each connected component of X\K . Then
any holomorphic function on a neighborhood of K can be approximated uniformly on K by meromorphic
functions on X whose poles lie in Q.

The proof is based on Hörmander’s L2-estimates for the inhomogeneous ∂̄-equation. More precisely, a
smooth approximant is obtained by multiplying f by a cut-off function χ adapted to K . Then, the rational
function of the form g = χf − u will provide us the desired approximation of f on K . This leads to the
∂̄-equation ∂̄u = f ∂̄χ, where u must be small on K and with controlled growth near Q (so that g is
meromorphic with poles only on Q). This is achieved by constructing an appropriate subharmonic weight
with singularities located on Q and applying Hörmander’s result.

A clear advantage of this method is that it controls the order of the poles. This explains the word
“quantitative” in the title.

In the next section we give a detailed account of the Riemann sphere case Ĉ in order to illustrate the
main difficulties. This case, although easier than the general case of Riemann surfaces, introduces the
general procedure and is conceptually easier to understand. The general case is dealt with in Section 3.

2. A particular case: the Riemann sphere

Let K be a compact set in Ĉ such that Ĉ\K has finitely many regions Ω1, ... , Ωn. We fix one point zi in
each of the components Ωi . In order to prove Runge’s theorem we need to see that given f ∈ H(K ) 1 and
ε > 0 there is a rational function g = p/q with poles only in z1, z2, ... , zn such that supK |f − g | ≤ ε.

Remark. The degree of q depends on f , the position of the points z1, ... , zn and ε. However, the precise
dependence is not clear when looking at the standard proofs. Our goal is to prove Runge’s theorem with
control on the poles of g .

1By definition, f ∈ H(K) if there exists an open set U with K ⊂ U ⊂ Ĉ s.t. f is holomorphic on U.
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The main tools in our proof are Hörmander L2-estimates and potential theory, for which we refer
to [3, 4, 9] respectively.

To make it simpler we will split the proof into several steps.

Step 1. Green’s function for Ωi with pole zi . Recall the definition of Green’s function.

Definition 2.1. Let D be a proper subdomain of Ĉ. A Green’s function for D is a map gD : D × D −→
(−∞,∞] such that for each ω ∈ D:

(a) gD(·,ω) is harmonic on D\{ω} and bounded outside any neighbourhood of ω.

(b) gD(ω,ω) =∞ and limz→ω gD(z ,ω) =

{
log |z |+ O(1) ω =∞
− log |z − ω|+ O(1) ω 6=∞

.

(c) lim
z→ζ

gD(z ,ω) = 0 for nearly everywhere 2 ζ ∈ ∂D.

Specifically, we consider the case in which D = Ωi and ω = zi . Since Ωi is a regular3 domain in Ĉ
such that ∂Ωi is non-polar4, there exists a unique Green’s function

Gi (z) := gΩi
(z , zi ) z ∈ Ωi .

In particular,

• Gi (·) = gΩi
(·, zi ) > 0,

• limz→ζ Gi (z) = limz→ζ gΩi
(z , zi ) = 0 for ζ ∈ ∂Ωi .

Moreover, we can extend Gi to the whole Ĉ by declaring Gi ≡ 0 outside of Ωi , i = 1, ... , n.

As f ∈ H(K ) and Gi (z) ∈ C(Ωi\{zi}) with Gi (z) ≥ 0 in Ωi and Gi (z) ≡ 0 on ∂Ωi , there exists
δi > 0 small enough such that f is defined in Ũi := {z ∈ Ωi : Gi (z) < δi}, see Figure 1.

Take now δ such that 0 < δ ≤ min{δ1, ... , δn}, so that f is defined in Ui := {z ∈ Ωi : Gi (z) < δ}
for every i = 1, ... , n. At the moment δ is freely chosen in the region 0 < δ ≤ min{δ1, ... , δn}. However,
further on we will give δ a specific value.

So far we have Gi (z)−δ ∈ C(Ωi\{zi}) with Gi (z)−δ ≡ 0 in ∂U i . The next step is to extend Gi (z)−δ
to the entire plane Ĉ; define finally Gi (·) : Ĉ −→ [0,∞] as:

Gi (z) :=

{
Gi (z)− δ if z ∈ Ωi\U i ,

0 if z /∈ Ωi\U i .

2A property is said to hold nearly everwhere (n.e.) on a subset S of C if it holds everywhere on S\E , for some Borel polar
set E .

3Let D be a proper subdomain of Ĉ, and let ξ0 ∈ ∂D. A barrier at ξ0 is a subharmonic function b defined on D ∩N, where
N is an open neighborhood of ξ0 satisfying

b < 0 on D ∩ N and lim
z→ξ0

b(z) = 0

A boundary point at which a barrier exists is called regular. If every ξ ∈ ∂D is regular, then D is called a regular domain.
4In the area of classical potential theory, polar sets are the “negligible sets”, similar to the way in which sets of measure

zero are the negligible sets in measure theory.
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Figure 1: Definition of Ũi .

Step 2. Construction of a subharmonic weight φδ(z) in Ĉ\{z1, ... , zn}. Notice that Gi (·) ≡ Gi (·) − δ
on Ωi\U i . In particular Gi is subharmonic in (Ωi\U i )\{zi}. We conclude that Gi (·) is subharmonic on
Ĉ\{z1, ... , zn}, i = 1, ... , n.

We see that φδ(z) := max{0,G1(z),G2(z), ... ,Gn(z)} is subharmonic on Ĉ\{z1, ... , zn}, since the
maximum of subharmonic functions is again subharmonic. The explicit expression of φδ is

φδ(z) =

{
Gi (z) = Gi (z)− δ if z ∈ Ωi\U i

0 if z ∈ K ∪
⋃N

j=1 U j .

Step 3. A cut-off function adapted to K . In this step we construct a suitable smooth cut-off function
χ, so that χf is a smooth extension of f which is still holomorphic in K .

Consider a parameter t > 0 small enough, which will be fixed later. We look for a smooth cut-off
function χ(z) ∈ C∞(C) such that χ = 0 when Gi (z) ≥ δ and χ = 1 when z ∈ K or Gi (z) ≤ δ − tδ/2, see
Figure 2. The easier way to achieve this is to take χ(z) = ϕδ(

∑
i Gi (z)) with ϕδ ∈ C∞(R) such that:

ϕδ(x) =

{
1 if x ≤ δ − tδ/2,

0 if x ≥ δ.

Since by construction ∑
i

Gi (z) =

{
Gi (z) if z ∈ Ωi ,

0 otherwise,

we obtain:

χ(z) =

{
0 if z ∈ {z ∈ Ωi : Gi (z) ≥ δ},
1 if z ∈ K ∪

⋃n
i=1{z ∈ Ωi : Gi (z) ≤ δ − tδ/2}.

Note that

Supp(∂̄χ) ⊂
n⋃

i=1

{z ∈ Ωi : δ − tδ/2 ≤ Gi (z) ≤ δ}

and
|∂̄χ| ∼ |1/(tδ/2)|. (1)
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Figure 2: Definition of χ.

Step 4. The ∂̄-equation. Here the smooth extension χf will be corrected, with the help of an appro-
priate solution to a ∂̄-equation, to make the resulting function rational with poles on zj . The function
approximating f will be of the form g = χf − u, where ∂̄u = f ∂̄χ on Ĉ\{z1, ... , zn}.

We will use the solution u given by the following theorem of Hörmander’s. This solution has minimal
norm in L2(e−φ).

Theorem 2.2. [3, pp. 13] Let Ω be a domain in Ĉ and suppose φ ∈ C2(Ω) with ∆φ ≥ 0. Then, for any
f ∈ L2

loc(Ω) there is a solution u to ∂̄u = f satisfying∫
|u|2e−φ ≤

∫ |f |2
∆φ

e−φ.

Step 5. The measure ∆φδ ≥ 0 is the harmonic measure of {Gi = δ} with respect to zi in Ωi\U i .
Hörmander’s theorem provides a solution u with∫

|u|2e−φ ≤
∫

1

∆φ
|f ∂̄χ|2e−φ,

whenever ∆φ ≥ 0.

Our first candidate is φ = φδ, which is subharmonic on Ĉ\{z1, ... , zn}. We see that the Radon measure
∆φδ has

∆φδ
∣∣
K∪U1∪···∪Un

≡ 0 and ∆φδ
∣∣
(Ωi\U i )\{zi}

≡ 0 i = 1, 2, ... , n.

Therefore, ∆φδ is supported in the union
⋃n

i=1 ∂Ui , that is, in the curve {Gi (z) = δ}.
We shall see next that ∆φδ is the harmonic measure of {Gi = δ} with respect to zi in the domain

Ωi\U i .

Definition 2.3. Let D be a proper subdomain of Ĉ, and denote by B(∂D) the σ-algebra of Borel subsets
of ∂D. A harmonic measure for D is a function ωD : D × B(∂D) −→ [0, 1] such that:

(a) for each z ∈ D, the map B 7→ ωD(z , B) is a Borel measure on ∂D,

(b) if φ : ∂D −→ R is a continuous function, then HDφ = PDφ on D, where PDφ is the generalized
Poisson integral and HDφ is the Perron function of φ on D.

19Reports@SCM 1 (2014), 15–32; DOI:10.2436/20.2002.02.2.
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The harmonic measure of E ∈ B(∂D) at z ∈ D relative to D is the Perron solution u(z) of the Dirichlet
problem in D with boundary values 1 on E and 0 on ∂D\E . Summarising, if χE denotes the indicator
function of E ⊂ ∂D\E then

u(z) = sup
{

v(z) : v subharmonic in D and lim sup
ω→ζ

v(ω) < χE (ζ) for ζ ∈ ∂D
}

.

We shall prove now that

∆φδ(ζ) = 2π
n∑

i=1

ωΩi\U i
(zi , ζ), (2)

where ωΩi\U i
: Ωi\U i × B

(
∂(Ωi\U i )

)
−→ [0, 1] is the harmonic measure for Ωi\U i , and we denote by

B(∂(Ωi\U i )) the σ-algebra of Borel subsets of ∂(Ωi\U i ).

Take in the definition D = Ωi\U i and fix zi ∈ Ωi\U i . Since ∂
(
Ωi\U i

)
is non-polar there exists a unique

harmonic measure satisfying (a) and (b). We then repeat the same reasoning for each of the “holes”.

By definition, the generalized Laplacian acts on test functions as:∫
D
ψ∆φδ =

∫
D
φδ∆ψ dA ψ ∈ C∞c (D) D = Ĉ\{z1, ... , zn}.

Since sup(∆φδ) ⊂
⋃n

i=1{z ∈ Ωi : Gi (z) = δ} and φδ ≡ 0 in K ∪U1∪· · ·∪Un, if ψ ∈ C∞c (D), the previous
expression becomes

n∑
i=1

∫
{z∈Ωi :Gi (z)=δ}≡∂(Ωi\U i )

ψ∆φδ =
n∑

i=1

∫
(Ωi\U i )\{zi}

φδ∆ψ dA.

Thus, in order to prove (2) we need to see that∫
(Ωi\U i )\{zi}

φδ(ζ)∆ψ(ζ) dA = 2π

∫
{z∈Ωi :Gi (z)=δ}≡∂(Ωi\U i )

ψ(ζ) dωΩi\Ui
(zi , ζ).

To see this, we are going to use the relationship between the harmonic measure and the normal derivative
of Green’s function, which is the Poisson kernel.

Theorem 2.4. [5, pp. 409] Let D be a bounded domain with piecewise smooth boundary. Fix ζ ∈ D and
let gD(z , ζ) be the Green’s function for D (with pole at ζ). Then for any Borel mesurable set B ∈ B(∂D)
we have

−
1

2π

∫
B

∂gD

∂n
(z , ζ) ds = ωD(ζ, B).

Going back to the proof of the identity above, we consider the particular case D = Ωi\U i with ζ = zi ,
and repeating the computations for each hole, we get

−
1

2π

∫
B

∂φδ

∂n
(z , zi ) ds = ωΩi\U i

(zi , B),
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for i = 1, ... , n. Therefore, applying Stoke’s theorem, we obtain

2π

∫
∂(Ωi\U i )

ψ(ζ) dωΩi\Ui
(zi , ζ) = 2π

[
− 1

2π

∫
∂(Ωi\U i )

ψ(ζ)
∂φδ

∂n
(z , zi ) ds

]

= 2π

[
ψ(zi ) +

1

2π

∫
Ωi\U i

φδ(ζ)∆ψ(ζ) dA

]

= 2πψ(zi ) +

∫
Ωi\U i

φδ(ζ)∆ψ(ζ) dA.

Taking ε > 0 small enough and splitting the last integral∫
Ωi\U i

φδ(ζ)∆ψ(ζ) dA =

∫
(Ωi\U i )\B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA +

∫
B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA

= lim
ε→0+

[∫
(Ωi\U i )\B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA +

∫
B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA

]

=

∫
(Ωi\U i )\{zi}

φδ(ζ)∆ψ(ζ) dA + lim
ε→0+

∫
B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA.

We compute the second integral:∫
B(zi ,ε)

φδ(ζ)∆ψ(ζ) dA =

∫
B(zi ,ε)

(
φδ(ζ)− log

1

|ζ − zi |
+ log

1

|ζ − zi |

)
∆ψ(ζ) dA

=

∫
B(zi ,ε)

(
φδ(ζ)− log

1

|ζ − zi |

)
∆ψ(ζ) dA−

∫
B(zi ,ε)

log |ζ − zi |∆ψ(ζ) dA

=

∫
B(zi ,ε)

∆

(
φδ(ζ)− log

1

|ζ − zi |

)
︸ ︷︷ ︸

0

ψ(ζ) dA−
∫
B(zi ,ε)

ψ(ζ) ∆(log |ζ − zi |)︸ ︷︷ ︸
2πδzi (ζ)

= −2πψ(zi ),

since φδ(ζ) has a logarithmic singularity and so φδ(ζ)− log 1
|ζ−zi | is harmonic in {zi}, and also on B(zi , ε)

for ε small enough. Thus, we have

2π

∫
∂(Ωi\U i )

ψ(ζ) dωΩi\Ui
(zi , ζ) =

∫
(Ωi\U i )\{zi}

φδ(ζ)∆ψ(ζ) dA,

as desired.

Step 6. The curve {Gi = δ} is smooth and ∆φδ is comparable to the length of the curve. We have
seen that ∆φδ is the harmonic measure of {Gi = δ} with respect to zi in the domain Ωi\U i . Here we prove
that the curve {Gi = δ} is smooth; later we shall use the smoothness to prove that ∆φδ is comparable to
the length of the curve.

Recall that F ≡
∑n

i=1 Gi is harmonic in its domain of definition
⊔n

i=1(Ωi\U i )\{zi}. Let us fix here δ,
taking 0 < δ ≤ min{δ1, ... , δn} such that if F (z) = δ, then the vector ∇F (z) = (Fx(z), Fy (z)) 6= (0, 0).
To prove that such δ exists we recall Sard’s theorem.

Theorem 2.5. [1, pp. 34] Let f : R2 −→ R be Ck with k ≥ 2. Let X denote the critical set of f ,
X = {x ∈ R2 : ∇f (x) = (0, 0)}. Then the image f (X ) has Lebesgue measure 0 in R.

The existence of δ is proved by contradiction. Assume that for all δ ∈ (0, min{δ1, ... , δn}] there
exists at least a point zδ in the curve {F = δ} such that ∇F (zδ) = (0, 0). Define M := {zδ : 0 <

21Reports@SCM 1 (2014), 15–32; DOI:10.2436/20.2002.02.2.
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δ ≤ min{δ1, ... , δn}}. By Sard’s theorem F (M) has measure zero; however it is clear that F (M) =
(0, min{δ1, ... , δn}], so m(F (M)) = min{δ1, ... , δn} > 0, and we get a contradiction.

Therefore, according to the implicit function theorem, the curve {F = δ} (or equivalently {Gi = δ}) is
smooth.

In order to prove that ∆φδ is comparable to the length of the curve we use that the gradient at a point
is perpendicular to the level set at that point:

∇φδ ≡ −
∂φδ
∂n

.

Since ∇φδ ≡ ∇F 6= (0, 0) over the smooth curve {Gi = δ}, we can extend this property by continuity to
a “thin strip” {z : δ − kδ ≤ Gi (z) ≤ δ}. Using that 0 6= −∂φδ

∂n (z) ≡ ∇φδ(z) on the “thin strip”, we see

that there exist c1 < c2 < 0 such that c1 ≤ ∂φδ
∂n ≤ c2 < 0 on it. Hence:

− c1

2π
l(B) = − 1

2π

∫
B

c1 ds ≥ − 1

2π

∫
B

∂φδ
∂n

(z , ζ) ds = ωD(ζ, B),

− c2

2π
l(B) = − 1

2π

∫
B

c2 ds ≤ − 1

2π

∫
B

∂φδ
∂n

(z , ζ) ds = ωD(ζ, B).

Combining both inequalities, we obtain

−c2/2π l(B) = C2 · l(B) ≤ ωD(ζ, B) ≤ C1 · l(B) = −c1/2π l(B).

As a result, the harmonic measure is comparable to the length of the curve and consequently, ∆φδ is also
comparable to the length of the curve.

Remark. In order to derive an estimate from Hörmander’s theorem, it is necessary to have ∆φδ ≥ λ > 0,
for some λ ∈ R.

Step 7. A function φ as an average of φδ’s and a lower bound for ∆φ. The most natural approach
is to replace the weight φδ by an average of φδ which distributes the Laplacian from the border to a
neighborhood. To do this, we consider

φ :=
1

tδ

∫ δ

δ−tδ
φs ds.

Splitting the domain of definition into three regions we see that

φ(z) =


0 in K ∪ {z ∈ Ωi : Gi (z) < δ − tδ},

1

2tδ
[Gi (z)− (δ − tδ)]2 in {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ},

Gi (z)− (δ − tδ/2) in {z ∈ Ωi : Gi (z) > δ}.
In particular φ is harmonic in K ∪ {z ∈ Ωi : Gi (z) < δ − tδ or Gi (z) > δ} and the support of ∆φ is
contained on the “thin strips” {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ}.

To prove that ∆φ is bounded below in {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ}, we use the expression
φ(z) = 1

2tδ [Gi (z)− (δ − tδ)]2 in {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ}. We have

∆φ(z) =
1

2tδ

∆(Gi (z)2) +

0︷ ︸︸ ︷
∆(δ − tδ)2−2(δ − tδ)

0︷ ︸︸ ︷
∆Gi (z)

 =
1

2tδ
∆(Gi (z)2)

=
1

tδ

[(
∂Gi

∂x

)2

+

(
∂Gi

∂y

)2
]

(z).
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The last identity follows from the fact that ∆(Gi )
2 = 2(∇Gi )

2, which is a well-known property of harmonic
functions:

∆(Gi )
2 = ∇(∇Gi

2) = ∇(2Gi ∇Gi ) = 2(∇Gi∇Gi + Gi∆Gi ) = 2(∇Gi )
2.

However, ∇Gi (z) 6= 0 in {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ}, so ∆(Gi (z)2) > 0 too. Since Gi is continuous on
it, according to Weierstrass’ theorem there exists λ̃ > 0 such that ∆(Gi (z)2) ≥ λ̃. Therefore, there exists
λ > 0 such that ∆φ ≥ λ on {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ} and in particular on Supp ∂̄χ, since we have
the following inclusion of sets

Supp ∂̄χ ⊂ {z ∈ Ωi : δ − tδ/2 ≤ Gi (z) ≤ δ} ⊂ {z ∈ Ωi : δ − tδ ≤ Gi (z) ≤ δ}.

Furthermore,

∆φ =
1

tδ

∫ δ

δ−tδ
∆φs ds.

Since, as we have seen, ∆φδ is the harmonic measure, which is comparable with the length of the curve,
we obtain

∆φ(E ) =
1

tδ

∫ δ

δ−tδ
∆φs(E ) ds ≈ m(E ∩ “strip”).

Step 8. Hörmander’s estimate with the weight φ and the final approximant function. Since φ is
subharmonic on Ĉ\{z1, ... , zn} and satisfies ∆φ ≥ λ > 0 on Supp ∂̄χ, Hörmander’s theorem with the
subharmonic weight function Mφ, with M >> 0 to be fixed later, yields:∫

Ĉ\{z1,...,zn}
|u|2e−Mφ ≤

∫
Ĉ\{z1,...,zn}

|f ∂̄χ|2 e−Mφ

M∆φ
=

∫
Supp∂̄χ

|f ∂̄χ|2 e−Mφ

M∆φ

≤ 1

Mλ

∫
∪i{z∈Ωi :δ−tδ/2≤Gi (z)≤δ}

|f ∂̄χ|2e−Mφ

≤ 1

Mλ

∫
∪i{z∈Ωi :δ−tδ/2≤Gi (z)≤δ}

|f ∂̄χ|2e−Mtδ/8.

The last inequality is a consequence of the fact that if z ∈ Ωi with δ−tδ/2 ≤ Gi (z) ≤ δ, then φ(z) ≥ tδ/8.

Taking M = 16
tδ log

(
1/(πr 2)1/2ε

)
, where r will be fixed in the next lines, we see that e−Mtδ/8 = πr 2 ·ε2.

This and (1) show that∫
Ĉ\{z1,...,zn}

|u|2e−Mφ ≤

(
4

Mλ(tδ)2

∫
∪i{z∈Ωi :δ−tδ/2≤Gi (z)≤δ}

|f |2
)
πr 2 ε2 . πr 2 ε2.

The last inequality follows from the fact that f is holomorphic in the domain of integration, which is
compact. Using φ|K∪Ui

≡ 0 we have that∫
K∪Ui

|u|2 ≤
∫
Ĉ\{z1,...,zn}

|u|2e−Mφ,

and so ∫
K∪Ui

|u|2 . πr 2 ε2.

We wish to take advantage of the last inequality to deduce that supK |u| . ε. Since ∂̄u = f ∂̄χ on
Ĉ\{z1, ... , zn} and χ ≡ 1 in a small neighborhood of K , we have that ∂̄χ = 0 there. It follows that

23Reports@SCM 1 (2014), 15–32; DOI:10.2436/20.2002.02.2.
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∂̄u = 0 and thus u is holomorphic on this small neighborhood. In particular |u|2 is subharmonic and, by
the sub-mean value property, for r > 0 small enough (say, 0 < r < d(K , Uc

i ), i = 1, ... , n), we have

|u(z)|2 ≤ 1

πr 2

∫
B(z,r)

|u(ζ)|2 dA(ζ) ≤ 1

πr 2

∫
K∪Ui

|u(ζ)|2 dA(ζ) (z ∈ K ).

Therefore,
sup
K
|u|2 . πr 2 ε2/πr 2 = ε2.

Using the previous inequality and the fact that χ ≡ 1 in K , we get

sup
K
|u| = sup

K
|g − χf | = sup

K
|g − f | . ε.

Moreover, as g = χf − u, we get ∂̄g = χ∂̄f . Since f ∈ H(K ∪ Ui ) we have ∂̄f ≡ 0 in K ∪ Ui . This
and the fact that χ ≡ 0 in Ω\Ui show that χ∂̄f ≡ 0. Therefore ∂̄g = 0 in Ĉ\{z1, ... , zn}, or equivalently
g is holomorphic in Ĉ\{z1, ... , zn}.

Let us see next that the singularities zi must be poles, and let’s quantify their order.

Consider Bi ≡ B(zi , ri )\{zi}. It is clear that χ = 0 in Bi (for ri small enough). Near any of the
singularities zi , g = u, and thus

∫
Bi
|g |2e−Mφ < ∞. On the other hand, the sizes of φ and φδ are very

similar in size. In Bi

φδ(z) ≈

{
− log |z − zi |+ O(1) zi 6=∞,

log |z |+ O(1) zi =∞.

As a consequence,

e−Mφ ≈ e−Mφδ ≈

{
eM log |z−zi | = |z − zi |M zi 6=∞

e−M log |z| = |z |−M zi =∞
and therefore,

∫
Bi

|g |2e−Mφ ≈


∫
Bi

|g |2|z − zi |M <∞ zi 6=∞ =⇒ |g(z)| ≈ |z − zi |−α/2 with α ≤ M∫
Bi

|g |2|z |−M <∞ zi =∞ =⇒ |g(z)| ≈ |z |α/2 with α ≤ M.

Hence, g can only have poles on the zi and on ∞, and the order of such poles is at most M/2.

Finally, in the Riemann sphere Ĉ the field of meromorphic functions is simply the field of rational
functions over the complex field. Therefore, the meromorphic function g can be written as the rational
function p/q, where the degree of g is smaller than M/2 with M ≈ log(1/ε). Thus, the degree of q is
smaller than C log(1/ε) with

C = 8
tδ

log((πr2)1/2ε)
log ε ≈ 8

tδ .

We finish with the explanation of the geometric meaning of the parameter δ, which gives the size of
the final estimate. By hypothesis, f ∈ H(K ), which means that there exists U open with K ⊂ U ⊂ Ĉ and
such that f is holomorphic in U. Then δ measures the size of this extension, i.e

δ ≈ d(K , Uc).

As expected, the estimate shows that the order of the poles is inversely proportional to the size of the
extension. A greater holomorphy domain for a function will result in a smaller order of its poles. In the
extremal case where the starting function is entire, the order of the poles vanishes and the approximating
function is polynomial.

http://reportsascm.iec.cat24

http://reportsascm.iec.cat


Daniel Lear

3. The general case: Riemann surfaces

In the previous section, we have proved the classical Runge’s theorem. This proof, although conceived for
compact subsets of the Riemann sphere has the advantage that works mutatis mutandis on any Riemann
surface X , with meromorphic functions on X playing the role of rational functions.

The result we now present is essentially equivalent to the Behnke-Stein generalization of the Runge
approximation theorem [2]. Let us highlight that the former is a key tool used in a wide amount of problems
in the context of open Riemann surfaces. It can be stated in several ways, for instance:

Theorem 3.1. (Behnke-Stein [1948]) Let X be a Riemann surface and K a compact subset of X . Every
holomorphic function in a neighborhood of K is uniformly approximable on K by holomorphic functions on
X if and only if X\K has no connected components with compact closure in X .

If X is a compact Riemann surface, then the theorem is vacuous. This is the reason why we say “the
Behnke-Stein theorem for open Riemann surfaces”.

The Behnke-Stein theorem gives a relationship between analytical and topological results. We start
assuming the analytical part and we will prove the topological implication. We do this by contradiction.

Assuming the approximation condition, we consider U a relatively compact component of the comple-
ment of K and fix p a point in U. Let us now use the following results:

Proposition 3.2. [8, pp. 31] Let X and Y be Riemann surfaces. If Ψ : X −→ Y is a nonconstant
holomorphic mapping, then the fiber Ψ−1(x) over each point x ∈ Y is discrete in X (i.e. Ψ−1(x) has no
limit points in X ).

Proposition 3.3. [8, pp. 89] Let P be a discrete subset of an open Riemann surface X . If ξp ∈ C for each
p ∈ P, then there exists a function h ∈ H(X ) with h(p) = ξp for every p ∈ P.

Let f be a holomorphic function that vanishes at p, let P := f −1(0) be the (discrete) zero set of f ,
and consider the holomorphic function h given by the previous proposition such that

h(P − {p}) = 0 and h(p) = 1.

Define the meromorphic function
g := h/f .

It is clear that g has only one singularity (the point p), so it is holomorphic on K . Furthermore, the
previous assumptions assert that we can find a sequence {gn}n of holomorphic functions on X converging
uniformly on K to g : for all ε > 0 there exists n0 = n0(ε) such that:

sup
K
|g − gn| ≤ ε ∀n ≥ n0.

Then the sequence fgn converges to h uniformly on K . Note that this result still holds for the boundary of
U. Hence, by the maximum principle, if converges uniformly to h on U, that is

sup
U

|h − fgn| ≤ ε̃ ∀n ≥ n0.

This contradicts the fact that fgn vanishes at p. Therefore, U cannot be relatively compact.

Also, it is easy to see that the analytical part of Behnke-Stein follows from the topological part applying
the following result [12], which is similar to classical Runge’s theorem.
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Theorem 3.4. Let X be a compact Riemann surface, and K ⊂ X a compact subset. Let Q be any subset
of X\K which contains (precisely) one point qi from each connected component Wi of X\K . Then,
any holomorphic function on a neighborhood of K can be approximated uniformly on K by meromorphic
functions on X whose poles lie in Q.

Remark. Any relatively compact open subset of any Riemann surface can also be regarded as an open
subset of a compact Riemann surface.

Let us now state a couple of propositions that will be useful in our proof. First, recall that an open set
Y ⊂ X is said to be geometrically Runge in X if X\Y has no compact connected components. Moreover,
we have the following exhaustion result.

Proposition 3.5. [14, pp. 127] Suppose X is an open Riemann surface. Then there exists a sequence
Y0 ⊂⊂ Y1 ⊂⊂ Y2 ⊂⊂ · · · of relatively Runge domains with

⋃
Yν = X so that every Yν has a regular

boundary.

On the other hand, we recall here the so-called Schottky double. This construction can be performed
as follows.

If M is a complex manifold with C1, C2, ... , Cm boundary components, one can consider an exact
duplicate of it, say M̃, with the same number of boundary components, say C̃1, C̃2, ... , C̃m. Obviously, for
each point x ∈ M there is a “symmetric” point x̃ ∈ M̃. The Schottky double M∗ is formed as a disjoint
union M t M̃ and identifying each point x ∈ Ci with its symmetric point x̃ ∈ C̃i for 1 ≤ i ≤ m.

Proposition 3.6. [13, pp. 217] Let Y be relatively Runge domain with regular boundary on a Riemann
surface X . Then the Schottky double Y ∗ obtained by gluing Y and its mirror image Ỹ together along the
boundary is a compact Riemann surface.

We are now ready to prove the analytical implication. By hypotesis, X is an open Riemann surface
and K a compact subset of X such that X\K has no connected components with compact closure in X .
Denote by {Yν}ν the exhaustion sequence of X given by Proposition 3.5. It is clear that there exists ν0

such that K ⊂ Yν , K̃ ⊂ Ỹν for all ν ≥ ν0.

Let Q be any subset of X̃\K̃ which contains (precisely) one point q̃i from each connected component W̃i

of X̃\K̃ . Considering Y ∗ν with ν ≥ ν0, we are in the hypothesis of theorem 3.4, therefore any holomorphic
function on a neighborhood of K can be approximated uniformly on K by meromorphic functions on Y ∗ν
whose poles lie in Q for all ν ≥ ν0.

In particular, for ε > 0 and f ∈ H(K ) there exist g0 ∈M(Y ∗ν0+1) (so g0 ∈ H(Yν0+1)) such that

sup
z∈K
|(f − g0)(z)| < ε/2.

The idea is to apply the theorem to each pair {(Yν0+(i+2), Yν0+i )}i≥0 to see that there exist functions

g1 ∈ H(Yν0+2) such that |g1 − g0| < ε/22 on Yν0 ,

g2 ∈ H(Yν0+3) such that |g2 − g1| < ε/23 on Yν0+1,

... ...

gn ∈ H(Yν0+(n+1)) such that |gn − gn−1| < ε/2n on Yν0+(n−1).

To check that the family F = {gn}n≥0 is normal in X it is enough to prove that it is uniformly bounded
in compact subsets of X . However, if K̃ is an arbitrary compact set of X , it is clear that there exists n0
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such that K̃ ⊂ Yν0+n for all n ≥ n0. As gn0 ∈ H(Yν0+(n0+1)), we have gn0 ∈ H(K̃ ), so supK̃ |gn0 | ≤ C̃K̃ .
Moreover, using our construction, we observe that for all n ≥ n0, we have:

sup
K̃

|gn| ≤ sup
K̃

|gn − gn0 |+ sup
K̃

|gn0 | ≤ sup
Yν0+n

|gn − gn0 |+ sup
K̃

|gn0 | ≤ ε+ C̃K̃ = CK̃ .

Applying Montel’s theorem, there exists a subsequence {gnk}k which converges uniformly on every
compact subset of X . And by Weierstrass’ theorem:

g := lim
k→∞

gnk ∈ H(X ).

Finally, note that:

sup
z∈K
|(f − g)(z)| ≤ sup

z∈K
|(f − g0)(z)|+ sup

z∈K
|(g0 − g)(z)| < ε.

Therefore, every holomorphic function in a neighborhood of K can be uniformly approximated on K by
holomorphic functions on X , as desired.

Remark. Theorem 3.4 becomes the classical Runge’s theorem when:

i) X = Ĉ ≡ C ∪ {∞} is the Riemann sphere and K ⊂ C,

ii) q∞ =∞ for the component W∞ of X\K containing ∞.

We now turn our attention to the proof of theorem 3.4. For this purpose, we shall follow the same
procedure that we have detailed in the case of the Riemann sphere. We will only focus on the details of
the challenges posed by the new construction.

The two new problems that arise when we try to generalize our result are:

1. the existence of Green’s functions in Riemann surfaces,

2. estimates for the solution to the ∂̄-equation in Riemann surfaces.

Obtaining a subharmonic weight function from the Green’s functions of the holes can be achieved in a
simple way.

1. Existence of Green’s functions in Riemann surfaces. There is not always a Green’s function for a
Riemann surface. From the viewpoint of potential theory a Riemann surface can be classified as:

(1) hyperbolic, if it has a non-constant bounded subharmonic function,

(2) elliptic, if it is compact, or

(3) parabolic, otherwise.

We call this classification potential-theoretic because the condition of having a bounded subharmonic
function is equivalent to the existence of a Green’s function.

Given this, it is necessary to impose that the holes Wi are hyperbolic. This follows from the fact that
holes are regular domains, see Figure 3.
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Figure 3: Example of our setting.

Proposition 3.7. [6, pp. 95] Let ξ ∈ ∂Ω. If the connected component of ∂Ω containing ξ consists of
more that one point, then ξ is a regular point for Ω. In particular, if Ω is simply connected, then every
point of ∂Ω is a regular point.

Proposition 3.8. [14, pp. 118] Let X be a Riemann surface and let Ω ⊂ X be an open subset all of whose
boundary points are regular. Then the Dirichlet problem has a solution on Ω.

We have that Ω = Wi is hyperbolic. Let us give now the definition of Green’s function.

Definition 3.9. Let M be a Riemann surface. A Green’s function for M is a map gM : M×M −→ (−∞,∞]
such that for each x ∈ M:

(a) gM(·, x) is harmonic on M\{x} (superharmonic on M),

(b) if z is any local coordinate in a neighborhood U of x which z(x) = 0 then

gM(·, x)− log
1

|z(·)|

is harmonic on U,

(c) if H is any other superharmonic function satisfying (a) and (b) then

gM(·, x) ≤ H(·).

In our case, identifying M with Wi and x with qi ,

Gi (z) := gWi
(z , qi ) z ∈Wi .

Remark. On a Riemann surface M with boundary, a Green’s function is a solution of the distributional
boundary value problem

i∂∂̄gM(·, x) = 2πδx gM(·, x)
∣∣
∂M

= 0

as x varies over the points of the interior of M.

2. ∂̄-estimates in Riemann surfaces. The version of Hörmander’s theorem that we want to use involves
properties of holomorphic line bundles over Riemann surfaces. It will be detailed further on, in the statement
of theorem 3.10. For a more through approach to these we refer the reader to [4, 14].
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Now we shall see that we are under the conditions of theorem 3.10. Fix a Hermitian metric

ω = e−ψ
i

2
dz ∧ dz̄

for the compact Riemann surface X and note that a Riemannian metric for X is a Hermitian metric for
T 1,0
X ≡ (KX )∗, where T 1,0

X and KX are the holomorphic tangent and canonical bundles of X , respectively.
As every Riemann surface admits a line bundle that has a metric of strictly positive curvature c(·), there is
a holomorphic line bundle L −→ X and a smooth Hermitian metric e−ϕ for L such that i∂∂̄ϕ is a strictly
positive (1, 1)-form. This means that

ic(ϕ) = i∂∂̄(ϕ) = lω,

with l a strictly positive function.

We note that if F and F ′ are line bundles over X , we can form a new line bundle F ⊗ F ′ by taking
tensor products on the fibers. Moreover if φ is a metric on F and φ′ is a metric on F ′ then φ + φ′ is a
metric on F ⊗ F ′ ≡ F + F ′.

Thus, the holomorphic line bundle L −→ X with hermitian metric e−ϕ is strictly positive. Now we
modify this line bundle L −→ X to achieve our goal. For this purpose we introduce a new free-parameter
k >> 0, which we will later establish, and we consider L⊗k = kL the product of L with itself k times. As
the metric on L is represented by a smooth function ϕ, then the metric on L⊗k is given by kϕ.

Now we consider the Picard group Pic(X ) of holomorphic line bundles on a complex manifold X . We
have L⊗k −→ X a holomorphic line bundle with Hermitian metric e−kϕ, and it is clear that i∂∂̄(kϕ) is a
strictly positive (1, 1)-form. More precisely

ic(kϕ) = i∂∂̄(kϕ) = k i∂∂̄(ϕ) = k lω,

with l a strictly positive function. However, we find a technical difficulty: Hörmander’s estimate for the
∂̄-equation deals with (1, 1)-forms rather than (0, 1)-forms. We can always twist the line bundle L⊗k

with the canonical bundle to shift from (0, 1)-forms to (1, 1)-forms. The bundle L⊗k can be expressed as
L⊗k = KX + Fk where KX is the canonical line bundle and

Fk = L⊗k − KX = L⊗k + (KX )∗ = L⊗k + T 1,0
X .

As we have L⊗k with the metric kϕ and T 1,0
X with the metric inherited from the Hermitian metric on X ,

then the metric on Fk is

kϕ+ ψ.

Thus, we obtain
section on L⊗k ←→ (1, 0) section on Fk

(0, 1)-form on L⊗k ←→ (1, 1)-form valued on Fk .

Since X is a compact Riemann surface, taking k >> 0 big enough we see that the metric of Fk is strictly
positive. This means:

ic(kϕ+ ψ) = i∂∂̄(kϕ+ ψ) = g̃ω

with g̃ a strictly positive function. The key is that ϕ is strictly positive and X is a compact Riemann
surface.

We have finished the first part of the proof. In the next one, we will focus on the open (non-compact)
Riemann surface X\{q1, ... , qn}, where all the results of the first part also apply.
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The following step is to modify the metric kϕ of L⊗k so that the problem can be solved. In order to do
so, we will use the following fact: if kϕ is a metric on L⊗k , then any other metric on L⊗k can be written
as kϕ + Υ where Υ is a function. In our case, Υ ≡ Mφ where M >> 0 is a free-parameter and φ is the
subharmonic function in X\{q1, ... , qn} given by the Green’s function in the holes. We have

ic(Mφ) = i∂∂̄(Mφ) = M i∂∂̄(φ) = Ml ′ω

with l ′ a non-negative function.

Thus, the metric kϕ+ Mφ of L⊗k is strictly positive in X\{q1, ... , qn}. Then

ic(kϕ+ Mφ) = i∂∂̄(kϕ+ Mφ) = k i∂∂̄(ϕ) + M i∂∂̄(φ) = (kl + Ml ′)ω

with l a strictly positive and l ′ a non-negative function.

Therefore, kϕ+ Mφ+ ψ is also a strictly positive metric on Fk . This means that

ic(kϕ+ Mφ+ ψ) = i∂∂̄(kϕ+ Mφ+ ψ) = gω

with g a strictly positive function.

We use a more general version of Hörmander’s theorem for complete Kähler manifolds –and in particular
for Stein manifolds– which we can find in [4]. Here, we use that a connected Riemann surface is a Stein
manifold if and only if it is open (not-compact). As X is a compact Riemann surface, then X\{q1, ... , qn}
is an open Riemann surface and therefore X\{q1, ... , qn}is a Stein manifold.

Theorem 3.10. [4, pp. 38] Let F be a holomorphic line bundle endowed with a metric Φ over a Riemann
surface M which has some complete Kähler metric. Assume the metric Φ on F has (strictly) positive
curvature and that ic(Φ) = i∂∂̄(Φ) = gω, with g a strictly positive function and ω is a Kähler metric on
M.

Let α be a ∂̄-closed (1, 1)-form with values on F . Then there is a (1, 0)-form u with values on F such
that:

∂̄u = α and ||u||2 ≤ 1

g
||α||2,

provided the right hand side is finite.

We must stress that we do not need to assume that the Kähler metric appearing in the final estimate
is complete, only that the manifold has some complete metric.

Note that if α = sξ ⊗ dz̄ , then we have

||u||2 =

∫
M
|u|2e−Φω ≤ 1

g

∫
M
|s|2e−Φ i

2
dz ∧ dz̄ =

1

g
||α||2.

Remark. Set
M ≡ X\{q1, ... , qn},
F ≡ Fk = L⊗k + T 1,0

X , L ≡ L⊗k ,

Φ ≡ kϕ+ Mφ+ ψ, α ≡ (f ∂̄χ)ξ ⊗ dz̄ , s ≡ f ∂̄χ.

Then there is the correspondence

(1, 1)-form with values on F ≡ L + T 1,0
M ←→ (0, 1)-form with values on L

(1, 0)-form with values on F ≡ L + T 1,0
M ←→ (0, 0)-form (function) with values on L.
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In particular, we have the following estimate:∫
X\{q1,...,qn}

|u|2e−(kϕ+Mφ)ω ≤ 1

g

∫
X\{q1,...,qn}

|f ∂̄χ|2e−(kϕ+Mφ) i

2
dz ∧ dz̄ .

Since ϕ is a smooth function in X , which is compact, ϕ is bounded above and below in X and, in particular,
in X\{q1, ... , qn}. Thus there exist C1, C2 such that C1 ≤ e−kϕ ≤ C2, and we get a new estimate that is
similar to the one we obtained for the Riemann sphere:

C1

∫
X\{q1,...,qn}

|u|2e−Mφω ≤ C2

g

∫
X\{q1,...,qn}

|f ∂̄χ|2e−Mφ i

2
dz ∧ dz̄ .

On the other hand Supp(∂̄χ) ⊂
⋃n

i=1{z ∈Wi : δ − tδ/2 ≤ Gi (z) ≤ δ}, and there exists λ > 0 such that

i∂∂̄(Mφ) ≥ Mλω

and so
g ≥ Mλ,

both on Supp (∂̄χ). Therefore:

C1

∫
X\{q1,...,qn}

|u|2e−Mφω ≤ C2

g

∫
X\{q1,...,qn}

|f ∂̄χ|2e−Mφ i

2
dz ∧ dz̄

≤ C2

Mλ

∫
Supp(∂̄χ)

|f ∂̄χ|2e−Mφ i

2
dz ∧ dz̄

≤ C2

Mλ

∫
∪i{z∈Wi :δ−tδ/2≤Gi (z)≤δ}

|f ∂̄χ|2e−Mφ i

2
dz ∧ dz̄ .

A final remark: this proof does not work for Cn and therefore it cannot be generalized for n-dimensional
complex manifolds with n > 1. This is so because one of the main tools of our method are Green’s functions,
which are subharmonic but not plurisubharmonic, as we would require in the case of several variables.
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