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W ith the increasing importance of Intellec-
tual Property Protection (IPR), patents 
have become one of the most prominent 
genres of specialized discourse:1 they are 

the only legal means available to document in detail 
an invention and to certify its intellectual author- and 
ownership. The downside of this hype is that accura-
te and timely examination of patent applications and 
patent infringement monitoring grew to an extraordi-
nary challenge. To address this challenge, patent se-
arch engines have traditionally been used. However, in 
order not to miss any relevant material, these search 
engines tend to be recall-oriented, which implies that 
patent examiners and patent monitoring specialists 
have to go over large quantities of patent material on 
a daily basis. The only possible instrument to alleviate 
their workload is the use of natural language proces-
sing (NLP) applications, adapted to the patent genre. 
The central applications involve, at least: (a) automatic 
patent summarization; (b) (semantic) patent analysis; 
(c) term chain detection; and (d) term co-reference 
resolution. Thus, patent summaries and semantic 
patent analysis outcomes, which can be casted into 
compositional and functional diagrams, facilitate a 
quick overview of the content of a patent without the 
need to read the whole document, and term chain de-
tection and co-reference resolution highlight the most 
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important elements in a patent, which, again, speeds 
up the inspection procedure. In our work, we address 
all four of these tasks.

Most of the research on automatic patent summari-
zation focused so far on the summarization of patent 
claims (cf., e.g., Shinmori et al., 2003; Bouayad-Agha 
et al., 2009; Trappey et al., 2009), which arguably con-
stitute the central section of a patent (application). 
However, the other sections (such as the description) 
elaborate on, e.g., the preferred embodiment and 
possible applications of the invention, such that it is 
also important to summarize them together with the 
claims in order to obtain a coherent summary of  
the whole document. We present a proposal in this 
respect in (Codina et al., 2017).

The majority of the works that address the prob-
lem of patent analysis do it at the lexical level (Cascini  
et al., 2009; Choi et al., 2012; Xu et al., 2015). However, 
it is important to note that the level of abstraction of 
the vocabulary varies significantly between the claims 
and the description. Thus, in a claim we might read 
apparatus and recording device, while in the description, 
the same invention may be referred to as tape recorder. 
In order to obtain an accurate analysis of the composi-
tion and the mode of operation of the patented inven-
tion, we need to be able to identify the components (or 
concepts) referred to by the individual terms. In other 
words, we need to be able to derive from a patent the 
conceptual representation of the invention. In order 
to ensure that this representation is flexible enough 
and formally verifiable, we draw upon Web Ontology 
Language (OWL) representations; see (Dasiopoulou 
et al., 2015).

As a rule, the components of the invention are men-
tioned in the course of the patent several times. The 
mention frequency and the positions of the mentions 
indicate the relevance of the corresponding compo-
nent. Therefore, it is important to capture the “chains” 
of the terms that refer to the same component. As 
already pointed out above, the same component is 
referred to by different terms (cf., apparatus and tape 
recorder, device and projector, light source and diode, etc.), 

which makes the task more complex. The results of 
our work in this area are documented, e.g., in (Bouay-
ad-Agha et al., 2014; Brügmann et al., 2015).

Directly related to the problems of patent analysis 
and term chain identification is term co-reference res-
olution in patents. In general discourse, single ante-
cedent co-reference (SAC) prevails, as, e.g., in 

(1) [An excavator]
i
 in [which]

i
 [a lower traveling body]

j 
is 

equipped with an upper rotating body [thereon]
j
, and …

In patents, multiple antecedent co-reference (MAC) 
is also very common:

(2) The electric circuit wherein each of the DC-to-AC converters 
comprises [a first switch]

i
 […] and [a second switch]

j
 […]. The 

electric circuit wherein [the first and second switches]
i + j

…

Both SAC and MAC need to be resolved in order 
to obtain an objective picture of the significance of a 
component. To address this problem, we adapt the 
sieve strategy already suggested by Raghunathan et al. 
(2010); see (Bouayad-Agha et al., 2014; Burga et al., 
2016).

It is evident that in all four of the above tasks, termi-
nology is central: Thus, for patent summarization, the 
relevance metrics that identify the relevant segments 
of the patent document that are to be included into the 
summary are based on proper term identification and 
linking; semantic patent analysis, term chain identifi-
cation and term co-reference resolution draw on terms 
by their very nature. Again, we have to keep in mind 
that terms in patents possess some idiosyncrasies we 
need to deal with. In particular: (a) abstract terms (such 
as apparatus, device, means, etc.) act as place holders of 
more specific signifiers of the same concept; (b) terms 
in patents are very often multiword terms (cf., e.g., 
renewable energy, wind mill, rechargeable electronic device, 
etc.); (c) as a rule, we need to capture not only con-
crete terms (i.e., terms that denote concrete objects), 
but also predicative terms (San Martin and L’Homme, 
2014) that denote actions and procedures. 
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Note

1. Only in 2015, the European Patent Office received about 280,000 patent applications; cf. https://www.epo.org/about-us/annual-
reports-statistics/statistics.html..
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