The impact of theoretical chemistry on biology
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Resumen. Los avances en los campos de los métodos teóricos y el espectacular desarrollo en el conjunto de procesos químicos. Actualmente, la química teórica está completando el proceso más reciente para entender la naturaleza química de las moléculas. Aquí se revisión pretén mostrar cómo los métodos de la química teórica, originalmente desarrollados para examinar moléculas pequeñas en fase gas, han evolucionado para aportar la compleja descripción de sistemas biológicos.

Summary. Recent advances in theoretical formalism together with the dramatic development of computational infrastructure have allowed enormous progress in achieving the dream of the founders of chemistry: to submit the majority of chemical phenomena to calculation. Currently, theoretical chemistry is working towards reaching the next step: to become the ultimate tool to understand the chemical nature of living organisms. This review summarizes how techniques originally developed to represent small molecules in the gas phase have evolved such that they are able to describe the complex behaviors of biological systems.

Keywords: theoretical chemistry · computational chemistry · computational biology · bioinformatics

Introduction

Since its scientific formulation in the 18th century, chemistry has aimed at achieving the rationalization of chemical phenomena, thus abandoning the purely empirical nature of alchemy. It was in 1888 that Gay-Lussac, one of the founders of modern chemistry, stated: “We are perhaps not far removed from the time when we shall be able to submit the bulk of chemical phenomena to calculation.” This was clearly overly optimistic, but illustrates the goal of chemists to not only describe but also to deeply understand chemical systems. In fact, the fathers of chemistry, including Avogadro, Boyle, Dalton, Gay-Lussac, Lavoisier, and Volta, did not enter the history books by reporting on model molecular systems were carried out in the 1950s, but because of their contributions to the development of a theoretical framework able to rationalize the behavior of chemical phenomena.

The greatest theoretical challenge in chemistry is understanding the behavior of systems at the level of the atom by using the basic rules of physics. The development of quantum chemistry during the last years of the 19th century and the first half of the 20th century provided the required theoretical framework. Heisenberg [32] and Schrödinger [67] published seminal papers on quantum theory in 1925 and 1926, and in 1929 Paul Dirac claimed that “the fundamental laws necessary for the mathematical treatment of a large part of physics and the whole of chemistry are thus completely known, and the difficulty lies only in the fact that application of these laws leads to equations that are too complex to be solved” [16].

Efforts made to apply the formalism of quantum theory to chemical systems started as early as 1927, when Heitler and London [32] developed the valence bond theory, a theoretical framework that is still in use. However, practical implementation of the principles of quantum chemistry had to wait for the development of computers. The first quantum mechanical calculations on model molecular systems were carried out in the 1950s, but the explosion of quantum chemistry took place during the 1970s, due to the combination of more powerful computers, efficient computational programs, and robust algorithms (for a review, see [66]). Since the 1970s, developments in quantum chemistry have paralleled improvements in computer architecture and the refinement of programs and algorithms. The Nobel Prize in Chemistry that was awarded in 1998 to John Pople (one of the leading scientists in translating quantum theories into efficient algorithms) can be viewed as the scientific community’s recognition that quantum chemistry had come of age.

Today, quantum chemistry affords a well defined framework for the rigorous treatment of most systems of interest for either organic or inorganic chemists, and very significantly contrib-
utes to the representation of systems on the frontier of biology and physics. The impact of quantum chemistry on our understanding of the behavior of molecular systems can hardly be exaggerated. However, it would be unfair to ignore the contributions to theoretical chemistry arising from other methodological frameworks. It is worth noting, for instance, the efforts made by researchers such as E.J. Corey to rationalize organic synthesis from semi-empirical rules [9], and the coordinated efforts of different groups (e.g., Lifson, Allinger, and Hagler) to rationalize the conformational preferences of large molecules using classical mechanics [81].

In summary, theory has been part of the essence of chemistry since the early work of Dalton in the 18th century. In contrast, the origins of biology were quite different, being mostly linked to the work of scientists whose intensive efforts allowed the description and classification of nature, such as those of Linnaeus, in categorizing animal and vegetal kingdoms, and of van Leeuwenhoek, in the characterization of microbial organisms. The intelligent observation of nature allowed the generation of phenomenological rules that, based on previous experience, could be applied to predict the evolution of biological systems. Examples of this type of reasoning are provided by the work of Darwin, Lamarck, and Mendel. Even now, much of the approach to the life sciences relies on this scientific paradigm.

The development of biochemistry, a hinge science between chemistry and biology that resulted from the work of researchers such as Pasteur, helped to narrow the conceptual gap between biology and chemistry. Biochemistry, for example, teaches us that complex biological processes such as metabolism are merely a well-coordinated and regulated network of simple chemical reactions favored by the presence of extremely efficient catalysts. However, the most important link in the bridge between biology and chemistry was the emergence, in the middle of the 20th century, of structural biology. Structural techniques made evident the chemical nature of biological properties of macromolecules and the molecular basis of biochemical processes. The intelligent observation of nature allowed the generation of phenomenological rules that, based on previous experience, could be applied to predict the evolution of biological systems. Examples of this type of reasoning are provided by the work of Darwin, Lamarck, and Mendel. Even now, much of the approach to the life sciences relies on this scientific paradigm.
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DNA, whose integrity relies on the formation of purine-pyrimidine hydrogen bonds, which in turn depends on the tautomeric state of the nucleobases. Already in their 1953 paper, Watson and Crick recognized the dependency of their model of A·T and G·C pairings on the prevalence of keto/amino tautomers with respect to the enol/imino forms [81], something that was in fact suggested to Watson and Crick by the theoretical chemist Max Delbrück, in contradiction of the experimental data available at that time. It is now clear that Delbrück’s suggestion was correct and that G·C and A·T pairings are prevalent in DNA; in fact, they are responsible for the maintenance of the genetic code. Note that if the standard keto-amino tautomeric preference were altered, the recognition rules between nucleobases would also change, as shown in Fig. 2. This was suggested by Fresco as the major mechanism for spontaneous mutation [77].

This line of reasoning poses many exciting questions of major biological importance that can be solved with the aid of theoretical chemistry. For example, why are the keto-amino the major species for coding nucleobases? Why do experimental observations suggest that tautomeric species present in the gas phase differ from those in solution? Is tautomerism modulated by the DNA environment or by modifications in the nucleobase? Can we understand mutagenic properties of modified bases by considering that they are in their minor tautomeric states? Or, even more interesting, can we design modified nucleotides with tautomerism-driven dual recognition patterns?

A combination of QM calculations, self-consistent reaction field calculations, molecular dynamics (MD), and statistical mechanics calculations (see below) has guided our understanding of the tautomeric scenario of different nucleobases in a variety of environments. The most interesting case is cytosine, which changes its tautomeric state between apolar environments such as the gas phase and water [8], and which also can change in specific DNA environments [60,72]. The same type of calculations have led to the detection of unusual nucleobases with dual tautomeric states and displaying different recognition patterns [2] according to the DNA environment, thus paving the way to important applications in biotechnology. Furthermore, analyses of tautomeric scenarios of modified nucleosides have been crucial to our understanding of the mutagenic properties of different DNA lesions (see examples in [19,34,35,49,79]).

**QSAR and chemogenomics**

The work of Hansch and others during the 1970s and 1980s demonstrated that it was possible to relate the molecular descriptors of a series of molecules with their biological activities following the “extrathermodynamic approach” (Eq. (1), [22,29]).

\[
\log A = \mathcal{J}(X_1, \ldots, X_n) \tag{1}
\]

where A is the biological activity, \(X_1, \ldots, X_n\) are molecular descriptors, and \(\mathcal{J}\) is an a priori unknown function.
The use of Eq. (1) does not require prior knowledge of the structure of the biological receptor. Rather, the biological activities determined for a series of compounds are used to establish a numerical formalism for $I$, which can then be applied to predict the activity of other derivatives.

Equation (1) can be used to identify quantitative structure-activity relationships (QSAR), which have an enormous impact in guiding drug design [22,29]. Although the first QSAR studies were based on experimentally determined molecular descriptors (such as partition coefficient, molecular refractivity, and molecular dipole), most QSAR descriptors are derived from theoretical chemistry [59], and there are international assessments that allow the accuracy of these theoretically derived descriptors to be evaluated [74].

The advantages of theoretical methods with respect to experiments aimed at deriving QSAR descriptors are two-fold: (i) they are easy to obtain even before the synthesis of the compound, and (ii) they easily capture three-dimensional information, which is often difficult to obtain from experiments. An example of the latter point is seen in Fig. 3, which illustrates the richness of the information on the hydrophobic/hydrophilic properties of a putative drug compared with the flat information provided by inspection of its partition coefficient.

One of the possibilities that theory offers to researchers is quantification of the similarity/diversity of molecules [5,36]. This information, which can be obtained using different levels of theory, has been extremely beneficial in the design of candidate drugs based on their similarities with known active drugs. Similarity techniques now form the core of chemogenomics, in which theoretical chemistry is combined with the tools of bioinformatics to place drugs in the context of gene relationships in order to detect cross-interactions (found by looking for drugs known to act on target A that are similar to drugs acting on target B), or to design “dirty” drugs able to tackle simultaneously different targets in a network, thus increasing the likelihood of a favorable pharmacological response [30].

**Structure-based drug design**

As described above, ligand-based approaches afford a conceptual framework to gain insight into the relationships between a drug’s structure and its activity. However, knowledge of the three-dimensional structure of the drug’s receptor greatly increases the probability of success, since docking techniques [10,43] can be used to screen chemical databases for molecules that fit well in the binding pocket of proteins.

Current docking methods use fast sampling techniques and simple potential functions to scan the potential binding modes of drugs to the target protein. The proposed binding modes (“poses” in docking jargon) are then scored using more complex semi-empirical functions that have been refined by training with known ligand databases [43]. The final output of docking algorithms is a set of drugs and potential binding modes (Fig. 4) that are labeled by estimating the theoretical free energy of binding. Docking methods are designed to enable efficient screenings of libraries containing millions of drugs. Despite problems in representing induced-fit structural changes in the protein [10], they highly improve (by a factor of 100) the chances of finding effective ligands. However, while docking algorithms are the best alternative to experimental high-throughput methods in searching for new leads in drug design, they are not accurate enough for lead-optimization, in which higher-level calculations (see below) are required.
Protein function

An understanding of how proteins function is one of the main objectives of theoretical chemists working in biological systems. Some proteins perform mechanical work much more efficiently than any human-made engine. Many can recognize ligands with nanomolar to even femtomolar binding affinities that are capable of triggering broad-ranging biological responses. Other proteins bind and carry ligands across long distances, delivering them to specific sites. Finally, there are proteins that act as catalysts of complex reactions, achieving much larger enhancements of the reaction rate than possible with any human-made catalyst. The theoretical study of protein function presents two major challenges. First, there is the need to represent the dynamic behavior of proteins, and second, to account, in some cases, for chemical reactions.

The study of protein dynamics is complex, but can be achieved by means of two main approaches [18], coarse-grained methods and atomistic methods. Within the coarse-grained approach, the protein is represented by a series of beads (typically localized at Ca) that interact with each other by means of simple harmonic potentials, such as those defined in Eq. (2).

\[ E = \sum_{i,j} \Gamma_{ij} (d_{ij} - d_{ij}^0)^2 \]  

(2)

where \( \Gamma_{ij} \) is a distance-dependent or delta function equal to 1 if beads i and j are close in space and to 0 otherwise, \( d_{ij} \) is the actual distance between beads, and \( d_{ij}^0 \) the optimum distance as determined from the experimental structure.

The movements of a protein subjected to potential energy in Eq. (2) can be obtained by integration of the corresponding Langevin equations of motion [18], as shown in Eq. (3).

\[ m_i \ddot{\vec{r}}_i = -\gamma \vec{v}_i + \vec{F}_i + \eta_i(t) \]  

(3)

where \( m_i \) is the mass, \( \ddot{\vec{r}}_i \) the acceleration, \( \vec{v}_i \) the velocity, and \( \vec{F}_i \) the force (computed as \( \vec{F}_i = -\nabla E/\nabla \vec{r}_i \)) acting on atom i; \( \gamma \) is a friction coefficient and the stochastic term \( \eta_i(t) \) is computed using Gaussian white-noise functions (see [35] for details).

Alternatively, within the normal mode analysis (NMA) framework, protein movement can be deduced from the set of eigenvectors and eigenvalues obtained by diagonalization of the Hessian matrix:

\[ \hat{H}_{ij} = \left( \frac{\partial E^2}{\partial x_i \partial x_j} \right) \]  

(4)

A last option for the coarse-grained representation of protein movements consists of mapping harmonic potentials as square potentials. This allows the derivation of trajectories by using ballistic equations of motion, thus avoiding the computationally expensive calculations implicit in the integration of Langevin equations of motions or in the diagonalization of the Hessian’s matrix.

Coarse-grained calculations are very efficient from a computational point of view and provide results of surprisingly great accuracy [4,18]. Unfortunately, they do not yield the atomistic details that are often important for understanding protein function. This shortcoming can be corrected by atomistic MD simulations, in which the protein is represented at atomic resolution as being surrounded by thousands of water molecules and ions, i.e., mimicking physiological conditions. MD simulations are coupled to highly detailed potential functions (force-fields) that have been parametrized to reproduce high-level QM and experimental data [3]. Trajectories for individual atoms are collected by numerical integration of Newton’s equations of motion over very small time intervals (dt; typically femtoseconds):

\[ m_i \ddot{\vec{r}}_i = -\nabla E/\nabla \vec{r}_i \]  

(5)

\[ \vec{v}_i(t) = \vec{v}_i(t = 0) + \int_{t = 0}^{t = dt} \ddot{\vec{r}}_i(t) dt \]  

(6)

\[ \vec{r}_i(t) = \vec{r}_i(t = 0) + \int_{t = 0}^{t = dt} \vec{v}_i(t) dt \]  

(7)

MD simulations provide a Boltzmann ensemble of the protein and its solvent environment (Fig. 5) that can be used to reproduce any experimental observable. Additionally, MD can reproduce spontaneous or externally induced conformational changes, thereby allowing studies of the mechanical work generated by proteins, the nature of allosteric effects, and the mechanisms of ligand-induced fit [38,39].

Despite the impressive power of MD simulations, the use of classical force-fields and fixed molecular topologies impedes their application in the study of chemical reactions occurring at the active sites of enzymes. In these cases, theoretical studies require a hybrid potential-energy function (the hybrid Hamiltonian representing, at the QM level, interactions at the active site (as)), whereas external interactions rely on a more efficient classical formalism (MM; see [68,69] for additional details and examples of use).

\[ \hat{H} = \{ \hat{H}_{QM} \}_{as} + \{ \hat{F}_{MM} \}_{as} + \{ \hat{F}_{QM/MM} \}_{as,jas} \]  

(8)

The hybrid Hamiltonian outlined in Eq. (8) can be implemented with few changes in the MD formalism, but the cost of the QM part of the calculation makes the calculation highly expe-

Fig. 5. Ensemble of conformations representing the equilibrium dynamics of apocytochrome B562 in aqueous solution. Image taken from our webserver [http://mmb.pcb.ub.es/MoDEL].
sive. Thus, while current classical MD of proteins are reaching the 100 ns to 1 μs time scale, QM-MM calculations are typically performed in the multi-picosecond to nanosecond time scale [68,69].

**Prediction of protein structure**

X-ray and nuclear magnetic resonance (NMR) are dramatically increasing the number of proteins of known structure. As noted above, the 2010 version of the PDB contains around 60,000 entries. Nevertheless, only around 40% correspond to unique proteins and only 15% of these are human proteins. In contrast, around 93,000 human proteins are expected based on sequence data, probably nearly 200,000 if splicing variants are considered [7,58]. Thus, the PDB currently covers less than 10% of human proteins (probably even less than 2%), underlining the need to obtain theoretical models of protein structure in order to understand the function of proteins and to design more effective drugs.

Interest in predicting protein structure has dominated theoretical work in biochemistry for more than half a century, since the sequence of a protein was demonstrated to contain all the information needed to achieve its three-dimensional structure. In principle, the prediction of a protein’s structure should imply a simple free-energy optimization process, which could be solved using long MD simulations coupled to a classical force-field. The problems of this pure force approach are twofold: (i) there is no guarantee that physical force-fields, parametrized to correctly reproduce native folds, will also properly reproduce the unfolded structures, and (ii) folding is a statistical process resulting from an ensemble of trajectories, typically on a millisecond to second time scale.

As mentioned above, recent improvements in computers and software are now making it feasible to run microsecond-long MD simulations. Furthermore, in the coming years, next-generation supercomputers, hybrid CPU-GPU systems, and especially special-purpose computers are expected to facilitate millisecond-long trajectories, thus enhancing the possibility to perform real folding simulations based on physical potentials derived from “first principles” calculations. This, in turn, has well evidenced the need for force-field refinement, currently the focus of intense efforts by many research groups [47].

In the absence of a final answer to the folding problem derived from rigorous theoretical calculations, more empirical approaches are being used, and with notable success. Methods for the prediction of secondary structure have now reached maturity, guaranteeing success rates above 70% for soluble proteins. More challenging is the prediction of three-dimensional structure, since this is defined by a myriad of weak interactions acting cooperatively to stabilize a protein’s native form.

Current methods for protein prediction are based on two fundamental paradigms: (i) structure is more conserved than sequence, i.e., proteins with similar sequence display very similar structures, and (ii) the folded structure of a protein is its most stable conformation. The standard procedure for structure prediction first determines whether the database contains homologous proteins of known structure. If there are homologues with a sequence identity above 30%, comparative modeling techniques provide excellent structures for the problem protein by using the known structure as template [65].

The impact of comparative modeling in biology is enormous and is expected to increase as the number of template structures in the PDB increases. Recent calculations by our group demonstrated that good homology models can be built for nearly 55% of the known human proteins [45]. However, there are still many proteins (human or belonging to other species) for which there is no clear homologue and, accordingly, they are not targets for comparative modeling. In many of these cases, fold recognition techniques can be used and structural models can be derived by employing semi-empirical scoring functions that evaluate the ability of a protein to adopt a known fold [27]. In the remaining cases, when neither comparative modeling nor fold recognition techniques are applicable, the ab initio folding approach can be used. Within this paradigm, the protein is folded by means of a Monte Carlo strategy or using other sampling techniques that optimize contacts, as defined by knowledge-based potentials and fragment libraries [21].

The protein prediction community is large and very well organized. This has facilitated the organization of periodic assessments (critical assessment of structural prediction, CASP), in which the abilities of current methods to determine the structure of proteins experimentally known but not yet deposited in the PDB are analyzed [80]. CASP experiments have fueled the refinement of predictive methods, and publication of the results has provided the general user community with a very good guide regarding the expected quality of the structural models. The spirit implicit in CASP experiments highly favors other areas of theoretical chemistry, in which the expected accuracy of the calculations is not always evident.

**Protein interactions and networks**

Recent large-scale experiments [1,64] have illustrated that many cellular processes are guided by the formation of transient protein-protein complexes, whose structures are typically difficult to determine by high-resolution experimental methods but instead require the use of simulation tools. A variety of methods based on protein evolutionary information [78], the optimization of empirical functions or physical potentials [5,20], and a combination of the two [17,28] have been proposed. Current state-of-the-art methods can reasonably trace regions of proteins that are probably involved in protein-protein contacts. Structural models of the protein complexes are of good quality when dimerization does not introduce major changes in monomer geometry, but they are potentially rather inaccurate when the interaction triggers large structural deformations [57]. Protein docking methods are periodically analyzed in a CASP-like blind experiment named CAPRI (critical assessment of prediction of interactions), which has illustrated the continuous increase in the performance of these methods [see website information at http://mmb.pcb.ub.es/capri2009].
Recent trends in the area of protein-protein docking are: (i) to introduce coarse-grained estimates of protein flexibility and (ii) to enrich theoretical predictions by using low-resolution experimental data, such as site-directed mutagenesis [17], mass spectrometry, hydrodynamic measures of molecular shape, or small-angle scattering spectra [57], which help to re-score theoretical models, rejecting potential structures that seem acceptable for current scoring functions [15].

Protein-protein docking methods are quite efficient and they allow proteome-scale simulations [44]. This provides the opportunity to complete those interactomes outlined in large-scale genomic and proteomic experiments and to generate structural models for already-known complexes, complementing experimental information that is currently derived from techniques such as electron tomography (see [1,64] for a discussion). Thus, protein-protein docking simulations serve as a bridge between structural bioinformatics techniques directly derived from computational chemistry and systems biology. As a result, it should soon be possible to use theoretical chemistry to design a small drug able to bind a given protein target and, with related techniques, to predict the impact of this interaction on the entire cellular metabolome or interactome.

Nucleic acid simulations

Nucleic acids encode the primary sequence of proteins and contribute to the regulation of gene expression, including during the synthesis of proteins from RNA on ribosomes. They are structurally less complex than proteins since they are formed by only four different building blocks. The secondary structure of nucleic acids consists of regular double-stranded helices, defined in most cases by A-T and G-C pairs. However, despite this apparent simplicity, the theoretical study of nucleic acids is more difficult than that of proteins, for the following reasons: (i) the main intrinsic stabilizing term in the structure of nucleic acids is dispersion, whose theoretical representation is especially difficult, (ii) they are extremely flexible, and (iii) solvent and ion effects (always complex to represent since they are long-range) play crucial roles in determining the fine details of the three-dimensional structure.

Quantum simulations of nucleic acids require the inclusion of electron correlation, which dramatically increases computational costs. Accordingly, QM calculations have been limited to the nucleotide (or di-nucleotide) level. High-level QM studies have helped us to understand the physics of nucleobase-nucleobase interactions in the gas phase or under pure solvent conditions [76] and to discuss the relative stability of different tautomers (see above). They also have been crucial in the parametrization of the force-field for classical simulations [53]. However, the study of complex nucleic acid structures is far beyond the capabilities of quantum chemistry (and will remain so in the next few years) such that most simulations on these systems have been carried out at the classical level.

The leading technique in the study of medium-sized nucleic acids (from 4 to 140 base pairs) is MD simulations. Recent improvements in force-fields [53] and in simulation conditions [50] combined with the use of new-generation supercomputers have made it possible to study the structure and dynamics of small helices in the micro-second range [52], which is the time frame for certain key biophysical processes such as chemical unfolding or local folding [55]. Indeed, the tremendous power of MD simulations of nucleic acid reactions has allowed the study of the effect of mutations, in the form of chemically modified bases, on DNA structure [11,12,24,75], the physical properties of unusual nucleic acids [70,71], nucleic acids under atypical conditions [61,63], the nature of nucleic acid transitions [46], the basis for DNA–drug recognition [31], the effect of ions on nucleic acid structure [62], folding/unfolding [13], and even the characterization of new structures of nucleic acids prior to their experimental determination [13,14].

However, classical atomistic MD is still limited to the study of systems comprising only a few hundred nucleobases [50,51], far from the chromatin-scale. This has encouraged the development of macroscopic models that treat the DNA structure as elastic rods [55] and do not explicitly include sequence effects. These macroscopic models can be used to gain general information on the average properties of DNA, as in the study of large plasmids or the analysis of DNA packing in viruses [50]. When sequence effects are important but the systems are too large for atomistic descriptions, mesoscopic methods are needed. These methods represent nucleic acids at the base-pair level and assume that conformational changes can be expressed as combinations of three rotations (tilt, roll, twist) and three translations (rise, slide, shift) of one base pair with respect to the other. In terms of the harmonic approach, this means that the energy of a given regular duplex is defined as:

$$ E = \Xi(\Delta \mathbf{x})^2 $$

where $\Delta \mathbf{x}$ is the deformation, and $\Xi$ the stiffness matrix:

$$ \Xi = \begin{pmatrix}
K_{ss} & K_{st} & K_{st} & K_{st} \\
K_{st} & K_{ss} & K_{st} & K_{st} \\
K_{st} & K_{st} & K_{ss} & K_{st} \\
K_{st} & K_{st} & K_{st} & K_{ss}
\end{pmatrix} $$

(10)

where diagonal terms account for stiffness associated with pure twist (w), roll (r), tilt (t), slide (s), slide (l), and shift (f) deformations, and non-diagonal terms represent cross-interactions.

Practical determination of the stiffness constants is done by taking advantage of the Einstein equation applied to MD ensembles of equilibrium trajectories [50], as shown in Eq. (11).

$$ \Xi = k_B T \Sigma^{-1} $$

(11)

where $\Sigma$ is the covariance matrix obtained by projecting the atomistic MD into the nucleobase-pair helical space.

Efforts have been made by the theoretical chemistry community to characterize the equilibrium and elastic properties of short fragments of DNA. This information will be valuable in recreating the structure and elastic properties of long DNA fragments [38,54] using modified nearest-neighbor models, which
can characterize the physical properties of DNA at the genomic scale [25,26]. For example, our group has found correlations between DNA regulatory regions and unusual physical properties, thus offering a method able to predict the positioning of transcription factors with excellent accuracy [25].

Final remarks

Coulson’s remark that “living organisms are the most perverse of all chemical systems” illustrates well the complexity of biological systems when studied from the viewpoint of theoretical chemistry. Biological systems are very large, diffuse, and have been inadequately described, with data that are in many cases poor in information. Even worse, the nature of the biological problem is often not well defined, hampering its formulation with the clarity needed for theoretical calculations. Despite these shortcomings, the recent rise of theoretical chemistry as a major rationalizing tool for biology has been impressive. New theoretical developments, accessibility to more powerful computers, and the availability of more accurate biological data are, together, opening new doors, in which theoretical and computational chemistry can guide biologists in their characterization of the chemical bases of living organisms, from the small molecular detail of interactions to the global description of entire ecosystems.
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