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Non-equilibrium, dissipation, and entro-
py production

Non-equilibrium conditions pervade nature. From a waterfall 
to a star, from a microbe to a human being, all natural systems 
are intrinsically non-equilibrium, as equilibrium systems are 
only an approximate description of what we observe (but in-
deed a very good one in some cases). What is the key signature 
of non-equilibrium systems? In general, we can say that a sys-
tem is out of equilibrium when there are net currents across 
the system of any conserved quantity, such as mass, charge, 

momentum, and energy. For example, consider a block of mass 
sitting on the floor. If we move the block by pulling on it, then 
frictional forces between the block and the floor arise that heat 
up the block at the contact area. A net amount of energy in the 
form of heat then flows from the block to the floor. The block is 
out of equilibrium. In yet another example, an electric current 
flowing through a resistance (e.g., a metal) heats up the resis-
tance due to the frictional forces generated by the collisions 
between the moving electrons and the metal atoms of the re-
sistance. The heat generated in the resistance is then dissipated 
to the environment, resulting in a net heat flux. 
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In both examples, an external agent (a mechanical force for 
the block and an electric field for the current) exerts power on 
the system that results in the delivery of heat Q to the environ-
ment and a corresponding increase in entropy given by Q/T, 
where T is the temperature of the environment. Physicists de-
fine this increase as positive entropy production. Broadly 
speaking, non-equilibrium systems are those in which entropy 
is produced whereas for equilibrium systems entropy produc-
tion equals zero. Entropy production is strictly positive and the 
heat produced in the previous examples is always dissipated to 
the surroundings. If the opposite is observed, for example, if 
heat spontaneously flows from the environment to the resis-
tance, generating a net electric current, entropy production is 
then negative. Such events are rare, their occurrence being 
interpreted as evidence that somewhere else in the universe 
entropy must have been produced to compensate for the de-
crease, because the global balance of entropy production in 
the universe is always positive.

However, closer examination shows more complex behav-
iors than heat flowing from hot to cold. Suppose we have an 
experimental device capable of measuring how much heat is 
delivered to the surroundings during a given amount of time. 
If the time window were long enough, then we would observe 
that average entropy production is always positive. However, if 
the time window was decreased below a characteristic times-
cale, then entropy production would sometimes be positive 
and other times negative, meaning that heat ocassionally 
flows from the colder surrounding to the hotter body. In this 
case, the amount of heat transferred fluctuates from measure-
ment to measurement, not only in magnitude but also in sign. 
The shorter the time window, the stronger the heat fluctua-
tions and the more probable such negative events are. But 
what is the origin of these fluctuations?

In 1827, Robert Brown, a botanist well-known for his de-
tailed descriptions of the cell nucleus and cytoplasm and for 
his contributions to the taxonomy of plants, made an impor-
tant discovery. During microscopy observations of the grains 
of pollen of a plant suspended in water, he noticed that their 
motion was erratic and unpredictable, as if the grains were 
alive. It was only after the validation of the atomic hypothesis 
at the beginning of the 20th century that it became clear that 
what Brown had observed was the effect of the stochastic or 
random collisions of the molecules of water against the 
grains of pollen. Bombarded from all directions, the suspend-
ed grains of pollen jiggled erratically. These conclusions were 
supported by the Smoluchovsky-Einstein theory of Brownian 
motion, in 1905. Later experiments conducted by Jean-Bap-
tiste Perrin on diffusive colloidal particles provided the final 

proof. Perrin was also able to accurately estimate Avogadro’s 
number using physical methods alone; his results agreed 
with those reported by chemists. Statistical physics, the ap-
propriate theoretical ground for thermodynamics, builds on 
the atomistic nature of matter and the probabilistic nature of 
heat and work. Today, not only has the probabilistic feature 
been acknowledged by scientists, it is also fundamental to 
our current understanding of non-equilibrium thermody-
namics.

When an electric current flows through a resistance, heat 
is generated (and entropy produced). However, the moving 
cloud of electrons experiences Brownian forces that lead to 
voltage fluctuations across the resistance. This effect is com-
monly known as Nyquist noise and was first experimentally 
observed by John Bertrand Johnson at Bell Labs in 1926. For 
time windows that are comparable to the decorrelation time 
of the voltage signal, the heat and entropy produced are posi-
tive most of the times (the cloud moves in the direction of the 
electric field), but occasionally heat and entropy production 
are negative (the electron cloud moves against the field). The 
latter are rare events, marked by the flow of heat from the 
environment to the resistance and its conversion into work to 
move the electron cloud against the field. It is important to 
stress that, despite large fluctuations, average entropy produc-
tion is always positive, which ultimately constitutes the core of 
the second law of thermodynamics.

Under which conditions are fluctuations in entropy pro-
duction experimentally observable? For a system of N degrees 
of freedom, extensive quantities, such as entropy production 
or the energy content, grow linearly with N while the size of 
the fluctuations scale according to N  based on the law of 
large numbers. The relative magnitude of these fluctuations 
then decays as 1 N , indicating that they are measurable if N 
it is not too large. According to the equipartition law, each de-
gree of freedom contributes to the average energy by an 
amount roughly equal to kBT, where kB is the Boltzmann con-
stant and T is the temperature. Entropy production and energy 
fluctuations are measurable if the energies involved are a few 
kBT, meaning that the energies delivered to the system by the 
external agent are not too high and are comparable to the av-
erage kinetic energy carried by the colliding molecules in the 
thermal environment (on the order of kBT). These are the so-
called small systems and the branch of physics devoted to the 
study of the energy transformation processes in them under 
non-equilibrium conditions is referred as the non-equilibrium 
thermodynamics of small systems, or stochastic thermody-
namics [4,13,18,21].

Examples of small systems that have been experimentally 
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studied over the past several years are the current flowing 
across a resistance, a colloidal microsphere captured in an opti-
cal trap, a biological molecule with two or more conformational 
states, and a single-electron transistor to cite a few. In general, 
the extensiveness property of energy is related to the size of 
the system and to the measurement time; therefore, fluctua-
tions should be difficult to observe in macroscopic systems and 
over times that are so long that large deviations from the aver-
age become exceedingly rare. However, technological develop-
ments over the past two decades in the fields of micro- and 
nanotechnologies and the development of high-temporal reso-
lution cameras, microfluidics devices, photomultipliers, and 
photodetectors for light detection have enormously expanded 
our ability to measure these phenomena. Entropy production 
and energy fluctuation measurements in non-equilibrium sys-
tems are now accessible to the experimentalist and our oppor-
tunities to expand our knowledge in this exciting field are 
steadily growing.

Small systems and single-molecule ex-
periments

Biology investigates all aspects of living organisms whereas 
traditionally physics has largely ignored the study of the mat-

ter of living systems. Yet, except for its complexity, living mat-
ter is the same as ordinary matter. It was mainly 19th century 
chemists who appreciated the importance of understanding 
living matter, through the newborn discipline of biochemis-
try. However, concepts such as space, time, force, and energy 
are not only fundamental quantities in physics they are also 
central to biology. Thus, the field of biophysics applies the 
concepts and techniques of physics to study living beings. 
Physical techniques, such as X-ray diffraction, nuclear mag-
netic resonance, and electron microscopy, are among those 
that have contributed to the recent revolution in biology. 
Conversely, many physicists are now using biological systems 
as the basis of physical models to test and scrutinize new 
physical theories.

A prominent example of this trend is the recent develop-
ments in single-molecule biophysics, in which individual bio-
logical molecules are manipulated one at a time, not only to 
unravel the most complex biomolecular reactions but also to 
discover new aspects of biological organization or even to 
challenge physical theories in statistical mechanics. Biological 
matter is intrinsically soft, with weak molecular forces (elec-
trostatic, hydrophobic, etc.) responsible for its thermody-
namic stability. Moreover, typical energies involved in remod-
eling processes fall in the kBT range, at the level of thermal 
noise (Box 1). This means that living matter is subject to 

Box 1. Optical tweezers are based on the principle of the conservation of linear momentum, by which a microscopic transparent object (e.g., a 
polystyrene or silica bead) with an index of refraction higher than that of the surrounding medium deflects an incoming light ray, thus exerting a net 
force on the object. An optical trap for manipulating single molecules is produced by focusing an infrared beam inside a fluidics chamber, optically 
trapping a micrometer-sized bead, and measuring either the deflected light using position-sensitive detectors or the bead’s position with a CCD 
camera or back focal plane interferometry. Pulling experiments use dumbbells made of a molecule tethered between two beads (Fig. 1). In single-
trap setups, one bead is immobilized in a pipette by air suction, and the other is captured in an optical trap that measures the force exerted on the 
molecule. By moving the optical trap relative to the pipette we can record the so-called force-distance curve.

Fig. 1. Schematics of pulling experiments. (A) Dual- and single-trap setups. (B) Force-distance curves for a DNA molecule pulled in a dual-trap setup. 
The forces measured at the two traps are of equal magnitude but opposite sign. (C) Mechanically unfolding and folding DNA hairpins. The force jumps 
correspond to unfolding (red) and folding (blue) transitions.
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strong fluctuations due to the comparable magnitudes of 
weak interacting forces and the Brownian forces present in 
an aqueous environment. This feature distinguishes biologi-
cal matter from ordinary matter and makes the former an 
ideal “playground” to investigate non-equilibrium phenome-
na.

The possibility of manipulating one molecule at a time of-
fers exciting prospects to acquire valuable information about 
molecular processes [17]. Atomic force microscopy and mag-
netic and optical tweezers are commonly employed tech-
niques (Box 1) that enable measurements of the elastic prop-
erties of biological polymers, the thermodynamic and kinetic 
stability of molecular folders (nucleic acid structures, pro-
teins), DNA-protein and DNA-peptide interactions (e.g., inter-
calation, condensation, aggregation phenomena), protein-
protein interactions (e.g., ligand-receptor binding), and mo-
lecular motors (e.g., cellular transport, DNA-RNA polymeras-
es, ATPases and proton pumps, viral packaging motors, topoi-
somerases, helicases). For example, it is nowadays possible 
to attach a DNA molecule between two beads and, by pulling 
on its two phosphate strands, to unzip it (Fig. 1). By varying 
the pulling speed, both the force and the work distributions 
can be measured, which provides valuable information about 
the folding process (free energy, kinetic rates, and folding 
pathways).

Single-molecule biophysics is not restricted to investiga-
tions of the most complex biomolecular processes (such as 
segregation of the DNA chromatids during cellular division to 
cite a remarkable example), it can also be used to study and 
characterize the mechanical properties in single cells. For ex-
ample, micrometer-sized beads can be passively attached to 
the cellular cytoskeleton via integrin receptors located at the 
cellular membrane and the power spectrum of the position 
of the bead then measured using time-resolved fluctuation 
spectroscopy. This type of measurements provides valuable 
information about the viscoelastic properties of the cell. This 
novel type of cellular characterization is called mechanical 
phenotyping, and explorations using this approach are just 
beginning.

Fluctuation theorems: where do we 
stand?

According to the second law of thermodynamics, any irre-
versible transformation produces entropy and therefore in-
creases the total entropy of the universe. For example, when 
a spoon is used to gently stir a cup of coffee, the work exerted 

by the spoon is dissipated in the form of heat. However, as 
previously explained for the case of electric current flowing 
across a resistance, this statement only holds on average and 
is apparent in macroscopic systems or for very long times. In 
small systems, Brownian forces introduce large fluctuations 
in measurable quantities, such as work or heat, and actual 
entropy production values vary across repetitions of the 
same experiment.

Fluctuation theorems (FTs) quantify the occurrence of 
negative entropy production events relative to positive ones. 
Let us suppose that a system in a non-equilibrium state pro-
duces or consumes a given amount of entropy St along a tra-
jectory or path of time t. In general, FTs obey a simple math-
ematical relation of the following type [9,10]:

( )
( )

t

B

S
t k

t

P S
e

P S
=

−
     (1)

with St the entropy production during time t, P its probability 
distribution, and kB is the Boltzmann constant. This very sim-
ple relation tells us two things. First, positive St trajectories 
are exponentially more probable than negative St ones, the 
overall probability of negative St  trajectories being exponen-
tially suppressed both over time and increasing system size. 
For a macroscopic system in which the number of degrees of 
freedom is of the order of Avogadro’s number (~1023), the 
extensiveness property of St shows how such negative events 
are severely penalized with exceedingly small probabilities 
(on the order of 

2310e− ). Second, by rewriting the previous 
expression as / ( ) ( )t BS k

t te P S P S− = −  and integrating over St we 
get ( / ) 1t BS ke −〈 〉 =  (the probability P is normalized to 1) where 
<…> denotes an average over many repetitions of the same 
experiment. A result of this type is often known as the Jar-
zynski equality; it was first obtained by G. Kochkov and B. 
Kuzovlev in 1991 and later derived by Chris Jarzynski in 1997 
in a different non-equilibrium setting. As we explain below, 
Jarzynski was also the first to recognize the importance of 
this equality for free energy calculations, a result with practi-
cal implications. A corollary of the Jarzynski equality is that 

0tS〈 〉 ≥  , a result that we recognize as the second law of 
thermodynamics. The beauty of Eq. (1) and the Jarzynski 
equality lies in the fact that the second law does not appear 
to be an inequality, but an equality instead.

There are three major categories of non-equilibrium sys-
tems: transient systems, steady-state systems, and aging sys-
tems. Roughly speaking, a suitable form of entropy produc-
tion S always exists. In transient systems (initially in thermal 
equilibrium, but driven out of equilibrium by the action of 
time-dependent external forces), this quantity corresponds 
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to the amount of dissipated work Wdis divided by the tem-
perature T, /disS W T= . On the other hand, Wdis equals the 
total work W exerted by the external forces minus the free 
energy difference G∆ , –disW W G= ∆ ; G∆  also equals the 
reversible work or the work performed on the system under 
quasi-static conditions, i.e., in an infinitely slow transforma-
tion. In steady-state systems (driven to a stationary state by 
the action of time-dependent or non-conservative forces, 
such as the previous example of the electric current flowing 
through a resistance), the entropy production S equals the 
work done by the external agent divided by the temperature, 

/S W T= . Finally, in aging systems (relaxational systems that 
equilibrate over very long-time scales), the heat Q released 
to the environment during the relaxation process is the key 

quantity, /S Q T= . Transient FTs have been used to recover 
free energy differences through the Jarzynski equality

( / ) ( / ) 1t B dis BS k W k Te e− −〈 〉 = 〈 〉 = or / /B BW k T G k Te e− −∆〈 〉 = , by expo-
nentially averaging the work over many experiments (Box 2). 
Beyond recovering free energy differences the steady-state 
FT might be applicable to molecular motors in making infer-
ences about the properties of their mechanochemical cycles 
(see below).

The experimental measurement of work fluctuations in 
molecular systems irreversibly pulled by mechanical forces 
not only has practical advantages, but might also provide 
new perspectives that contribute to our understanding of liv-
ing matter. Indeed, one might hypothesize that the marvel-
ous complexity and efficiency of molecular systems in biology 

Box 2.  One of the main advantages of transient fluctuation theorems (FTs) is the possibility to determine free energy differences from irreversible 
work measurements. A long-held postulate of thermodynamics, that the equilibrium free energy difference between two states can only be measured 
through the work produced in a reversible transformation, is now disputed. The Jarzynski equality allows us to extract free energy differences from 
irreversible transformations [8]. By repeatedly measuring the irreversible work exerted upon the system, the free energy difference can be extracted by 
exponentially averaging the work values, ( / ) (Ä / )B BW k T G k Te e− −〈 =〉 or ( / )Ä ( )BW k T

BG k Tlog e −= − 〈 〉 . The average must be determined from an infinite number 
of repetitions of the same experiment, which is unfeasible. Due to the exponential character of the average, the Jarzynski equality is strongly biased 
for a finite number of experiments N; however, it is possible to extract accurate estimates of G∆ by exploiting the dependence of the free energy 
estimator on N. An extension of the Jarzynski equality is the FT by Crooks [9] (given by Eq.1 with St equal to /disW T ), which allows determination 
of the free energies of native structures from bi-directional pulling experiments, i.e., by combining unfolding (forward) and folding (reverse) work 
measurements. A 2005 experiment [10] demonstrated how molecular free energy differences in RNA molecules could be determined from irreversible 
pulling experiments.  

Different research groups worldwide have applied the technique to extract free energy differences in nucleic acids and proteins, all examples of 
molecular transformations driven by intramolecular forces (Fig. 2). The domain of applicability of fluctuation theorems has been also extended to 
extract free energies of kinetic states (i.e., states that are metastable such as intermediate and misfolded states) and intermolecular interactions 
such as ligand binding reactions [1]. Theoretical studies and experiments show how fluctuation relations are applicable to a wide range of systems 
in varied conditions: from high to low dissipation, from short to long times or from weakly to strongly interacting systems. In the purely physics 
domain it has been successfully applied to mesoscopic systems such as beads in optical traps, electric resistances, single electron transistors, 
Bose-Einstein condensates, etc…. Time will show the overall implications of this fascinating result.

Fig. 2. (A) Pulling curves of a 20-basepair DNA hairpin. The molecule unravels around 15 pN. (B) Forward and reverse work distributions at three 
pulling rates: 1 (blue), 5 (green), and 15 (red) pN/s. Distributions cross at Work=DG for all pulling rates. (C) Log-normal plot of the ratio between 
the forward and reverse work distributions.
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(and biological organisms in general) are the result of an evo-
lutionary process that has taken advantage of such large en-
ergy fluctuations in a way that is yet unknown to us. In fact, 
by rectifying thermal fluctuations, molecular motors have 
reached astonishing large efficiencies, observable in many 
enzymatic reactions (such as translocating motors in the cell 
powered by ATP hydrolysis or energy conversion by light-har-
vesting complexes in photosynthetic reactions), that have yet 
to be paralleled by human-designed systems. The impor-
tance of the weak forces (hydrogen bonds, electrostatic, hy-
drophobic) responsible for remodeling events at the molecu-
lar and cellular level in low-energy processes at the level of 
thermal noise suggests that fluctuations and large deviations 
have played crucial roles during molecular evolution.

From energy to information: thermo
dynamic inference

In 1867, James Clerk Maxwell, the Scottish scientist who uni-
fied electricity and magnetism, proposed a thought experi-
ment to violate the second law of thermodynamics. Maxwell 
imagined a very small intelligent being endowed with free 
will, and fine enough tactile and perceptive organization to 
give him the faculty of observing and influencing individual 
molecules of matter [3]. How a Maxwell demon operates is 
shown in Fig. 3 (left). In Maxwell’s thought experiment, two 
chambers of a gas kept at equal temperatures are separated 
by an adiabatic wall with a small hole and a gate that can be 
opened and closed by the demon. By observing the speed of 
the individual molecules, the demon selectively opens and 
closes the gate to separate fast from slow molecules creating 
a net temperature difference between the two chambers.

The demon can do this effortlessly, without the expendi-
ture of work, thereby violating the second law. There have 
been several attempts to exorcise the Maxwell demon, but 
the definitive resolution of the paradox came from the theo-
ry of computing. In the 1960s, Rolf Landauer, from IBM, dem-
onstrated that, by recording the information, the Maxwell 
demon’s system never returns to its original state unless in-
formation is erased after each observation in a cycle. How-
ever, the erasure of information increases the overall entro-
py, ultimately restoring the validity of the second law. The 
Maxwell demon can be experimentally realized in the Szilard 
engine (Fig. 3, right). A demon observes the position of a 
single particle in a gas chamber in contact with a thermal 
bath at temperature T. When the particle occupies one of the 
halves of the chamber, a movable wall and a pulley mecha-

nism capable of pulling a weight are implemented in the 
middle of the chamber. The molecule then pushes against 
the wall, lifting up the weight. When the full volume of the 
chamber is finally restored, a cycle has been completed and 
the process starts anew. Along each cycle heat is transferred 
from the bath to the system and fully converted into work, 
violating the second law. The maximum amount of work that 
can be extracted per cycle, maxW , equals the net heat trans-
ferred from the bath, max log(2)BW Q T S k T= = ∆ = . This value 
of  maxW equals the maximum work that can be extracted by 
a single-bit Szilard engine in the classical regime, often called 
the Landauer limit.

The Szilard engine, as an example of a Maxwell demon, 
can be experimentally realized in small systems such as quan-
tum systems, electronic devices and, more recently, in single 
molecules. As expected in small systems, there are large fluc-
tuations in the amount of work that can be extracted along a 
cycle. In the convention that work W extracted from the sys-
tem is negative (whereas delivered work is positive) this 
amounts to saying that max log(2)BW W k T≥ − = − , or that the 
average extracted work per cycle cannot exceed the Landau-
er limit.

Alongside these developments, FTs have now been gener-
ally extended to the case in which there is information feed-
back. A system is driven out of equilibrium by the action of an 
external agent; however, the non-equilibrium protocol is 
changed depending on the outcome of one (or more) mea-
surements taken at specific times (discrete time feedback) or 
when a continuously monitored observable fulfills a specific 
condition (continuous time feedback). In this situation, the Jar-
zynski equality ( / ) 1dis BW k Te −〈 〉 =  becomes [ ]( / ) 1dis BW I k Te − −〈 〉 = , 
where I is a new quantity called information that is directly 
related to the feedback protocol [13]. The convex property of 
the exponential function immediately leads to dis BW k T I〈 〉 ≥ − 〈 〉  
or BW G k T I〈 〉 ≥ ∆ − 〈 〉 , meaning that the minimum amount of 
work exerted during a transformation in the presence of feed-
back can be less than G∆ . For cyclic protocols where 0G∆ = , 
feedback enables the extraction, on average, of a maximum 
amount of (negative) work equal to max BW k T I〈 〉 ≥ − 〈 〉 , with 

0I〈 〉 ≥ . The mathematical expression for the path-dependent 
information I is in general complicated and depends on the 
specific feedback protocol. However, for the simple one-bit 
Szilard engine case one has log(2)I〈 〉 = . 

Information-to-energy conversion experiments show that 
energy and information are highly related quantities, one 
does not proceed without the other. Another twist in this ex-
citing field is provided by thermodynamic inference, or the 
possibility to extract useful information about a non-equilib-
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rium system by imposing the validity of the FT [16]. Let us 
consider a DNA molecule tethered between two beads in a 
dual-trap optical tweezers setup. Dual traps are useful for the 
experimentalist because of their high resolution and reduced 
instrumental drift. The setup can be used to repeatedly pull a 
molecule along a cycle by moving one optical trap while the 
other remains at rest (Fig. 4). The bead captured in the mov-
ing trap is then dragged through water, where it is subject to 
Stokes friction. The total work W exerted upon the system as 
measured by the force recorded in the moving trap has two 
contributions: the work exerted to stretch the DNA molecule 
and the work required to move the bead in the fluid against 
frictional forces. The total dissipated work D along a cycle sat-
isfies Crooks’ FT [Eq. (1)], with /S D T= . However, some 
dual-trap setups cannot measure the force in the moving 
trap but only in the trap that remains at rest during the pull-
ing experiment. As the bead in the trap at rest hardly moves 
along the pulling cycle, the Stokes friction force experienced 
by the bead is smaller in that trap than in the moving trap 
(cyan arrows in Fig. 4).

The dissipated work D’ extracted from the force mea-
sured in the trap at rest is missing a dissipative component 
and does not satisfy the FT of Eq. (1). We might say that de-
vices measuring the force in the trap at rest ignore an essen-
tial part of the total work (accounted for in the moving trap 
instead), resulting in a partial work measurement. In other 
words, these devices cannot be used to measure full entropy 
production in a non-equilibrium experiment or to test the va-
lidity of FTs. However, one can impose the validity of the FT 
to infer, from only partial work measurements in the trap at 

rest, the full work distribution one would measure in the 
moving trap. In the case of the DNA molecule shown in Fig. 4, 
this is accomplished by shifting the partial work distribution 
P(D’) by a constant value ∆ , which is equal to the average 
dissipation of the center of mass in the dumbbell along a cy-
cle. We call this thermodynamic inference: it is the procedure 
by which we infer the full entropy production distribution in 
a non-equilibrium experiment from partial work (D’) mea-
surements.

Thermodynamic inference is therefore a powerful con-
cept that is applicable whenever full entropy production in a 
non-equilibrium system is not measurable, either because it 
cannot be experimentally accessed or because it has unex-
pected hidden contributions. It might be used in a wide range 
of situations, such as extracting the free energies of (hidden) 
kinetic states in single molecules or in obtaining useful infor-
mation about the mechanochemical cycle in ATP-powered 
machines. It might be also used to quantify randomness in 
heterogeneous molecular ensembles, such as protein se-
quences exhibiting a multiplicity of native states or sequence 
ensembles of nucleic acids and proteins generated in molec-
ular evolution experiments. Finally we stress the importance 
of measuring work fluctuations in gauging the power of the 
thermodynamic inference approach. The sole measurement 
of the average partial work precludes inference of the aver-
age total work, as it is not possible to impose the validity of 
the FT using only measured average values. In this regard, 
thermodynamic inference is a key feature of small systems 
and is without parallel in irreversible thermodynamics of 
macroscopic systems.
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Fig. 3. (A) Maxwell demon. A small being (green) generates a temperature gradient without the expenditure of work. (B) Szilard engine. The same small being 
fully converts heat into work without any further change.
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Lessons from glassy systems: the ef-
fective temperature

The validity of Eq. (1) relies on properly accounting for the 
full entropy production St. However, as previously explained, 
sometimes only a partial entropy production measurement 
St

’ is feasible. With the use of several simplifying assumptions 
[2] one can prove that St

’ satisfies a modified version of the FT 
shown in Eq. (2):

( )
( )

''

'

t

B

S
xt k

t

P S
e

P S
=

−
              (2)

with x a dimensionless quantity. Equation (2) is often called 
an x-FT and it differs from Eq. (1) only by the pre-factor x in 
the exponent. In general, the x-FT is not an exact result, but it 
does hold in the Gaussian regime exemplified by the above-
described DNA molecule pulled in a dual-trap setup, where 

' t tS x S〈 〉 = 〈 〉 . The inequality ' t tS S〈 〉 ≤ 〈 〉  then leads to x < 1. 
What is the physical interpretation of x? According to the 
previous relation, x is the fraction of the total entropy pro-
duction measured in the trap at rest. In other words, if x is < 
1, then a part of the total entropy production is missing in the 
measurement.

A very interesting connection has recently emerged in the 
context of glassy systems. Glasses and spin glasses are sys-
tems containing a high degree of structural disorder. They 

relax to equilibrium extremely slowly after a quench (i.e., a 
very fast change in external parameters, such as temperature 
and volume). This slow relaxation implies an extremely low 
entropy production rate. In many respects the amount of dis-
sipation falls within the small systems regime, where fluctua-
tions and large deviations from the average behavior are 
characteristic features. Interestingly, however, it has been 
demonstrated that glassy systems fulfill an x-FT of the type 
shown in Eq. (2), with x being equal to the so-called fluctua-
tion-dissipation ratio describing violations of the fluctuation-
dissipation theorem that have been interpreted with the no-
tion of an effective temperature [6]. Roughly speaking, the 
effective temperature Teff quantifies how fast correlations 
decay in the glassy state vs. in a system thermally equilibrat-
ed at the quenching temperature. Because of the large vis-
cosity of supercooled glasses (in may change by twenty or-
ders of magnitude in a narrow temperature range), values of 
Teff are often too high (thousands of Kelvins in many cases). 
What is the physical significance of these strikingly high tem-
peratures? For glassy systems characterized by a single relax-
ational timescale one finds / effx T T= ; therefore the value of 
x in glasses is expected to be small. We hypothesize that the 
physical meaning of x and Teff should not be considered from 
an energetic viewpoint but rather from an informational one. 
The low values of x (and the correspondingly high values of 
Teff) should be interpreted in terms of missing information in 
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Fig. 4. Thermodynamic inference. (A) Schematics of a dual trap with moving trap A at speed λ° and trap B at rest in the water frame. Cyan arrows indicate 
drag forces on each bead. The energy must be defined in terms of the configurational variables yA,yB with respect to the frame at rest rather than the 
moving-frame variables xA,xB. (B) Dissipated work D,D’ distributions measured for forces recorded in traps A and B respectively when pulling a DNA molecule 
at different speeds along a cycle. Filled symbols are the ( )P x and open symbols are ( / )( ) Bx k TP x e− with x = D(green), D’(blue). Only D satisfies the FT Eq.(1).
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the aging state. In other words, the average entropy produc-
tion commonly measured in aging experiments ' tS〈 〉  is just a 
tiny fraction (x) of the total entropy produced tS〈 〉 . An infor-
mational theoretical interpretation of the fluctuation-dissi-
pation ratio should also be possible in other non-equilibrium 
contexts, e.g., in non-equilibrium steady states that violate 
the fluctuation dissipation theorem and show the emergence 
of effective temperatures [8].

The role of information in biology

In 1944, Erwin Schrödinger published an enlightening mono-
graph titled “What is life?”, in which he wrote [20]: The large 
and important and very much discussed question is: How can 
the events in space and time which take place within the spa-
tial boundary of a living organism be accounted for by physics 
and chemistry? We accept that living beings do not violate 
fundamental laws of physics. However, we also immediately 
recognize that living beings are very special. They seem to 
circumvent or mock the laws of physics as we understand 
them: a stone will fall because it is acted upon by gravity, 
whereas birds fly whenever they feel the need to do so. Bi-
ologists refer to this behavior as teleonomy, which recognizes 
that living beings have their own agenda; that is, they move, 
jump, play, eat, reproduce, plan, shop, do business, carry out 
research, etc. [15]. Unlike ordinary matter, living beings are 
always part of a population and an ecological niche. The 
physicist might call this an ensemble of individuals. Biological 
populations evolve under the rules of Darwinian selection, in 
which those individuals that best respond to the pressures of 
their environment succeed over those less well able to do so. 
Darwinian evolution rests on a dynamics of a very special 
kind, in which mutations and selective amplifications of the 
fittest species determine the evolving phenotypes. In the 
eyes of a physicist, evolving populations produce a startling 
non-stationary state in which basic thermodynamics con-
cepts such as energy, matter, entropy, and information are 
intertwined in a complex and undecipherable manner [11].

Living matter has two features: it is heterogeneous and 
soft. Because cell populations are intrinsically heteroge-
neous, experiments that aim to reveal their features are dif-
ficult to reproduce: the same strain, the same environmental 
conditions, etc., often produces different outcomes. Hete
rogeneity is not only restricted to cells, it is also present at 
the molecular level. Myoglobin, the oxygen carrier protein in 
the muscle tissue of vertebrates, is known to fold into a het-
erogeneous set of different native structures, all them able to 

bind oxygen. Other proteins (e.g., enzymes and polyclonal 
antibodies in the immune system) are also able to assume a 
multiplicity of native states. In addition, living matter is soft 
and actively subjected to remodeling. Embedded in noisy 
aqueous environments, the forces inside biological struc-
tures must be strong enough to keep them stable and, at the 
same time, weak enough for the structures to continuously 
remodel in response to changing environments. It is not by 
chance that the fundamental energy scale of statistical physi-
cists equals that of biochemists (1 kBT = 0.6kcal/mol at 298K). 
In fact, fundamental biological forces operate at the edge of 
the thermal noise level and the stabilizing free energies of 
macromolecules in tissues are on the order of a few kcal/mol 
or kBT. As enthalpy (H) and entropy (TS) contributions are 
typically much higher, such low free energies can be achieved 
only by a fine compensation between both contributions. 
Molecular pathways in the cell have been finely tuned to op-
erate within a narrow range of conditions, and they are ex-
tremely sensitive to small variations in the environment. The 
task of precisely determining the energies involved in mo-
lecular pathways is a daunting one, due to the many endog-
enous and exogenous factors that are beyond control, mo-
lecular heterogeneity being a relevant one. In this setting, 
inference may offer a powerful approach to deepening our 
knowledge of biological systems. The enormous amount of 
information needed to describe biological systems and the 
sensitivity of these systems to various noise sources and het-
erogeneous disorder may favor inference reasoning over de-
ductive knowledge. Inference represents knowledge that is 
not accessible by direct measurement; it is knowledge con-
sistently implied by the validity of physical laws. Whether in-
ference is the correct tool with which to face the new chal-
lenges in biology remains to be seen.

Closing remarks

Energy, entropy, and information are the three main driving 
forces underlying the remodeling of biological matter. While 
thermodynamic processes in ordinary matter are driven by 
free-energy minimization (i.e., competition between energy 
and entropy), living matter seems to be predominantly gov-
erned by information flows across many different organiza-
tional and stratification levels, leading to complex integrated 
biological cells and organisms and resulting in what has been 
dubbed as “molecular vitalism” [14]. How the non-equilibri-
um physics of small systems can contribute to furthering our 
understanding of the marvelous attributes of living matter 
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remains to be determined. Nonetheless, the experiments 
and theories developed in statistical physics over the past de-
cades have demonstrated the prominent role of information, 
a quantity that physicists generally identify with entropy but 
which may be a more general one when used to explain the 
emergent complexity of biological matter. One of the most 
appealing features of the Jarzynski equality and fluctuation 
relations is that they allow us to recover the second law of 
thermodynamics as a particular case of a more general math-
ematical equality. This raises the intriguing question whether 
the second law is ultimately a conservation law rather than 
an inequality, paralleling the mathematical equality repre-
sented by the first law of thermodynamics. From our per-
spective statistical mechanics and biophysics are intimately 
related disciplines; in the latter, biological systems are used 
to investigate non-equilibrium phenomena and, perhaps, to 
uncover new physical laws as well. The non-equilibrium phys-
ics of small systems might thereby represent the first step in 
finally unraveling new secrets of nature. 
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